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Abstract— Deep neural networks (NNs) are the state-of-the-
art models for understanding the content of images and videos.
However, implementing deep NNs in embedded systems is a
challenging task, e.g., a typical deep belief network could exhaust
gigabytes of memory and result in bandwidth and computational
bottlenecks. To address this challenge, this paper presents an
algorithm and hardware codesign for efficient deep neural com-
putation. A hardware-oriented deep learning algorithm, named
the deep adaptive network, is proposed to explore the sparsity
of neural connections. By adaptively removing the majority
of neural connections and robustly representing the reserved
connections using binary integers, the proposed algorithm could
save up to 99.9% memory utility and computational resources
without undermining classification accuracy. An efficient sparse-
mapping-memory-based hardware architecture is proposed to
fully take advantage of the algorithmic optimization. Different
from traditional Von Neumann architecture, the deep-adaptive
network on chip (DANoC) brings communication and computa-
tion in close proximity to avoid power-hungry parameter trans-
fers between on-board memory and on-chip computational units.
Experiments over different image classification benchmarks show
that the DANoC system achieves competitively high accuracy and
efficiency comparing with the state-of-the-art approaches.

Index Terms— Binary weights, deep belief network (DBN),
deep learning, embedded system, field-programmable gate
array (FPGA), sparse connections.

I. INTRODUCTION

THE deep neural networks (NNs) have demonstrated their
remarkable performance for feature extraction and pattern

recognition in the last a few years [1]–[4]. However, due to
the contradiction between limited hardware resources and the
requirement of high computational performance, it is still a
challenge to implement large-scale deep NNs for embedded
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Fig. 1. Typical deep NNs implemented for pattern recognition applications.
(a) DBN. (b) DAN. The neurons of the DBN are fully connected between
adjacent layers, whereas in a DAN, the majority of neural connections
(with zero weights) can be removed and the reserved connections can
be represented using single-bit integers, which is much more efficient for
hardware implementation.

real-time applications [5]. For example, research indicates
that the unsupervised deep belief network (DBN) shows the
state-of-the-art accuracy for classifying hyperspectral remote
sensing images [3]. However, it is technically impractical to
deploy the DBN to process remote sensing images in real
time, because the embedded systems carried by satellites or
unmanned aerial vehicles are generally limited in memory
space, computational resources, and power budget.

The fundamental computations of a feedforward DBN
involve a large number of high-precision multiplications
between the connection weights and the input data, which
can be implemented using clusters of central process-
ing units (CPUs) or general-purpose graphics processing
units (GPUs) in powerful computers [6]. However, when
memory and computational resources are limited in hardware,
a more efficient algorithm would be ideal, one that is designed
for efficient hardware computing, and only requires simple fix-
point computation and much fewer parameters, allowing larger
networks to be implemented using system on chips (SoCs) for
real-time pattern recognition.

This paper presents an algorithm-and-hardware codesign
of the widely applied DBN for embedded real-time image
classification. For efficient hardware implementation, one
important algorithmic consideration is the number of neural
connections. The classic DBN has fully connected neurons
between adjacent layers (Fig. 1), resulting in high memory
and computational complexity [7]. The second algorithmic
consideration is data representation, which is an essential
tradeoff between accuracy and cost. Studies indicate that the
DBNs trained with parameters of limited precision suffer
from significant loss of accuracy [8]–[10]. To address these
challenges, an efficient training algorithm, named the DAN,
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Fig. 2. Connection weights of the DBN and the DAN trained with the
MNIST data set. The DAN weights are sparse and separated as three groups,
i.e., the zero weights, the positive weights, and the negative weights, leading
to robust thresholding results and single-bit representation (±1).

is proposed to explore the sparsity of neural connections. The
DAN adaptively reduces the values of connection weights
associated with negligible neurons to zeros (Fig. 2) and
robustly quantizes the small proportion of reserved con-
nections using single-bit integers. A novel sparse-mapping-
memory (SMM)-based architecture is designed to integrate the
DAN on chip (DANoC). The characteristics of the DANoC
coprocessor are summarized as follows.

1) Memory Efficient: The majority of the neural connec-
tions are removed by the DAN algorithm. Experiments
show that over 80% of neural connections can be
removed without degrading the classification accuracy.
The reserved connection weights can be robustly quan-
tized and represented using single-bit integers. Com-
pared with the single-precision DBN, the proposed
method could reduce the memory and computational
resources by up to 99.9%.

2) Power Efficient: High memory efficiency enables the
DANoC to reserve all the parameters on chip and
reduces the power-hungry transfer operations between
on-board memory and the DANoC coprocessor. Further-
more, the DANoC adopts an event-driven architecture,
where the computation core is active only if the incom-
ing visible unit is one.

3) Computationally Efficient: The single-bit representation
allows the DANoC to replace the complicated high-
precision multipliers with fast area-efficient accumula-
tors, which further relieves the computational bottleneck.

4) Scalable and Pipelined: The DANoC hardware is flex-
ible and scalable in three ways. First, multiple layers
of sparse neural cores (SNCs) can be concatenated as a
pipeline to form a multilayer deep NN. Second, multiple
pipelines are integrated in a chip for parallel accelera-
tion. Third, the hardware implementation of the SNC is
optimized and designed as a four-stage subpipeline for
high-throughput applications.

With algorithm and hardware optimization, the DANoC
could achieve the state-of-the-art performance of over 2000
effective giga-operations per second with less than 2 W of
power consumption. The rest of this paper gives more detailed
information of the proposed approach and is organized as
follows. Section II introduces the related work. Section III
presents the proposed algorithm. Section IV describes the
hardware design of the DANoC prototype. Section V presents
the experiments. We conclude this paper in Section VI.

II. RELATED WORK

Our method explores the sparsity of neural connections via
a mixed norm-based regularization approach. It is a standard
approach to achieve sparsity via L1 norm-based regularization.
One famous example is the group lasso approach proposed by
Yuan and Lin [11]. Our method can be seen as an extension of
the group lasso for deep NNs. Different from the group lasso,
this paper compresses the weight parameters using a mixed
norm regularization, which allows us to control the tradeoff
between rowwise and columnwise sparsity in order to achieve
the highest compression rate.

Other attempts have been made to introduce sparsity
into deep NNs. Ranzato et al. [13] proposed a deep
encoder–decoder architecture to learn sparse representations.
Lee et al. [14] developed a variant of the DBN to learn the
sparse representations of the input images and found that
the selected sparse features had some properties similar to
visual area V2. Ji et al. [15] proposed a sparse-response
DBN based on the rate-distortion theory, which attempted
to encode the original data using as few bits as possible.
Generally speaking, these studies focused on the sparsity of
output activations; however, motivated by learning efficient
architectures for hardware implementation, this paper focused
on exploring the sparsity of neural connections.

Previous studies have been attempted to incorporate ternary
neural connections in traditional NNs [16], [17]. Very recently,
there has been a growth of interest to compress the deep
NNs at algorithmic level for embedded applications. For
example, Han et al. [18] proposed a two-step training pro-
cedure to remove the small connection weights in the NNs.
Chen et al. [19] used a hash function to group neural con-
nections into different hash buckets according to different
weight values. Han et al. [20] proposed a three-step method
to prune, quantize and code the connection weights during
the training process of the deep NNs. Courbariaux et al. [21]
proposed a training process to learn the deep NNs with weights
and activations constrained to +1 or −1. Rastegari et al. [22]
proposed a binary deep NN, which quantized the weight
parameters in each iteration of the training process. Generally
speaking, these algorithms attempted to reduce the number
of bits needed to represent the parameters, which yielded
1.2–49 fold of improvement in memory efficiency at the cost
of degrading classification accuracy.

As a more efficient strategy, the DAN algorithm also allows
the connections and the activations to be represented using
single-bit integers. Moreover, the DAN learns the optimal
architecture of a sparse NN where the majority of neural con-
nections are removed. Similar ideas have been recently demon-
strated by Alvarez and Salzmann [23] and Pan et al. [24],
who proposed different regularization approaches to reduce the
number of neuron connections in a deep network by up to 80%
during training. Wen et al. [25] proposed a structured sparsity
learning method, which learned a compact structure from a
bigger deep NN and reduced computational cost by 5.1-fold.
As the result of our two-step (regularize-and-quantize) strat-
egy, the DAN hardware could achieve 160-to-640 fold com-
pression rate while still achieving competitively high accuracy
comparing with the state-of-the-art approaches.
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Thanks to the fast development of the deep learning
approaches, the research of implementing dedicated hardware
to accelerate NN computation is booming. Himavathi and Ahn
presented respective digital implementations using reconfig-
urable field-programmable gate arrays (FPGAs) [7], [26].
Sanni et al. [27] presented an FPGA-based DBN using sto-
chastic computation. Zhang et al. [28] quantitatively analyzed
the convolutional NN (CNN) and implemented the quantized
CNN using the FPGA device. Recently, Gokhale et al. [29]
implemented an FPGA-based coprocessor to accelerate the
deep NNs for mobile applications. Performed independently
of the algorithmic researches, these hardware designs gener-
ally adopted different quantization approaches for embedded
implementation, which saved memory footprint but resulted
in notable loss of classification accuracy. On the other hand,
the proposed DANoC system was optimized from algorithm
to hardware, which led to over three orders of magnitude
of improvement in hardware efficiency without degrading
classification accuracy.

III. METHODS

This section presents the proposed hardware-oriented unsu-
pervised deep learning algorithm. As the background knowl-
edge, we first introduce the training algorithm of the
famous DBN.

A. Deep Belief Network and Restricted Boltzmann Machine

A DBN is constructed by stacking multiple layers of
restricted Boltzmann machines (RBMs) and using the output
of the previous-layer RBM as the input of the next-layer
RBM (Fig. 1). It is found that the higher layer RBM tends
to encode informative abstraction for classification. A standard
RBM consists of two layers of units: first, a matrix W ∈ R

n×d

is defined as the connection weights, where wi j represents the
connection between the visible unit vi and the hidden unit h j .
Second, the parameters b j and ci are the biases for the hidden
and visible units, respectively. Given the vector forms of the
hidden units h, the visible units v, and the biases b and c, the
energy of a configuration (vandh) can be written as

E(v, h) = −bTh − cTv − vTWh. (1)

As in general Boltzmann machines, the probability distrib-
utions over the hidden and visible vectors are defined as

p(v, h) = 1

Z
e−E(v,h), Z =

∑

v,h

e−E(v,h). (2)

Given (2), the marginal probability of the visible vector is

p(v) = 1

Z

∑

h

e−E(v,h). (3)

Since there are no direct connections between two hidden
units at the same layer, the hidden units conditioned on v
are independent of each other. Similarly, the visible units
conditioned on h are also independent of each other. The units
of a binary hidden layer, conditioned on the visible layer, are

independent Bernoulli random variables. The binary state h j

of the j th hidden unit is set to 1 with probability

p(h j = 1|v) = δ

(
∑

i

wi j vi + b j

)
(4)

where δ(x) = 1/(1 + exp(−x)) is the sigmoid activation
function. Similarly, if the visible units are binary, the visible
units, conditioned on the hidden layer, are also independent
Bernoulli random variables. In this case, the binary state vi of
the i th visible unit is set to 1 with probability

p(vi = 1|h) = δ

⎛

⎝
∑

j

wi j h j + ci

⎞

⎠ . (5)

On the other hand, if the visible units have real values,
then the visible units, conditioned on the hidden layer, are
independent Gaussian random variables defined as

p(vi |h) = G
⎛

⎝
∑

j

wi j h j + ci , 1

⎞

⎠ (6)

where G(·) represents the Gaussian distribution. Suppose
θ = {W, b, c} is the parameter set of the RBM. Since the
RBM is a generative model, the parameters can be calculated
by performing stochastic gradient descent on the log likelihood
of the training samples [30]. The probability that the network
assigns to a sample v(k)(k = 1, . . . , K ) is given by summing
over all possible hidden vectors as

arg min
θ

−
∑

k

log

(
∑

h

e−E(v(k), h(k))

)
. (7)

By solving (7), one could calculate the parameters offline
and use them to configure the RBM. After training the RBM,
the DBN can be built by stacking multiple layers of RBMs
trained in a layer-by-layer manner.

B. Adaptive Restricted Boltzmann Machine

For efficient hardware implementation, we propose a
sparsely weighted variant of the RBM, named the Adaptive
RBM (AdaRBM), which adds an extra regularization term
in (7) to shrink the weights adaptively. The regularization term
is based on a mixed matrix norm defined as

‖W‖M =
∑

i

⎛

⎝
∑

j

|wi j |2
⎞

⎠
1/2

(8)

where the two indices i and j are treated differently. It is easy
to prove that the mixed norm is a legitimate matrix norm,
and it is different from the standard L1 and L2 matrix norms,
i.e., ‖W‖L1 = ∑

i
∑

j |wi j | and ‖W‖L2 = (
∑

i
∑

j w2
i j )

1/2.
The mixed matrix norm defined in (8) adds the vector norms

of all rows in a matrix; therefore, minimizing the mixed norm
reduces the lengths of the matrix’s rows. It is worth noting
that the shrinking process does not apply evenly to all rows.
Shorter rows shrink faster than the rows with larger weights in
the stochastic gradient descent process. As a result, the weights
in short rows tend to shrink to zero after finite iterations
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Similarly, minimizing the mixed norm of a transposed matrix
WT could reduce the weights in shorter columns to zero.
To achieve the maximum compression rate, the AdaRBM
attempts to shrink the weight parameters in shorter rows and
columns simultaneously by minimizing

Rs(W) = λ(γ ‖W‖M + (1 − γ )‖WT ‖M ) (9)

where λ controls the sparsity of the weight parameters, and γ
controls the balance between row sparsity and column sparsity.
Formally, the AdaRBM training algorithm attempts to shrink
the regularization term by incorporating it in the standard
RBM of (7) as

arg min
θ

−
∑

k

log

(
∑

h

e−E(v(k), h(k))

)

+ λ(γ ‖W‖M + (1 − γ )‖WT ‖M ) (10)

C. Training Algorithm

The objective function of (10) is the sum of a log-likelihood
term and a regularization term. The derivatives of the log
probability and the regularization term with respect to the
parameters can be expressed as

∂ log p(v)

∂wi j
= 〈vi h j 〉data − 〈vi h j 〉model + ∂Rs(W)

∂wi j
(11)

∂ log p(v)

∂b j
= 〈h j 〉data − 〈h j 〉model (12)

∂ log p(v)

∂ci
= 〈vi 〉data − 〈vi 〉model (13)

∂Rs(W)

∂wi j
= λ

⎛

⎝γ
wi j√∑

i w2
i j

+ (1 − γ )
wi j√∑

j w2
i j

⎞

⎠ (14)

where 〈·〉p indicates the expectation of the distribution p.
Unfortunately, similar to the RBM training process, (11)–(14)
are not tractable, because the computation of the expectations
is very difficult; however, one could use the contrastive diver-
gence (CD) with Gibbs sampling to approximate the optimal
parameters in an iterative way [30]. On each iteration, we
apply the CD update rule, followed by one step of gradient
descent of the regularization term as in Algorithm 1. Accord-
ing to 14, the shrinking process of the weight parameters is
uneven. After a few hundred times of iterations, the weights
in short rows and columns can be reduced to near zero,
leading to sparse weight parameters. It is worth noting that,
the mix-norm regularization is not differentiable at point zero.
In practice, a small constant, e.g., α = 0.01, can be added
in the denominator to improve the robustness of the training
algorithm.

Similar to the DBN, multiple layers of AdaRBMs can be
stacked to compose a DAN, and the DAN can also be trained in
a layer-by-layer style. Specifically, one could train the bottom
AdaRBM with CD on the training data. With the parameters
frozen and the hidden unit values inferred, these inferred
values can be used as the input data to train the next layer
of the network.

The DAN, built with stacked AdaRBMs, is designed for effi-
cient hardware implementation. Technically, the parameters of

Algorithm 1 Training Algorithm of the Adaptive RBM
1: Given 〈vi h j 〉model represents the distribution defined by

running a Gibbs chain, the parameters can be updated using
the contrastive divergence rule as

wi j ⇐ wi j + ε(〈vi h j 〉data − 〈vi h j 〉model)

b j ⇐ b j + ε(〈h j 〉data − 〈h j 〉model)

ci ⇐ ci + ε(〈vi 〉data − 〈vi 〉model)

where ε is a learning rate, and 〈·〉model is the expectation
over the reconstruction data;

2: Update wi j using the gradient of Rs(W) as

wi j ⇐ wi j − λ(γ
wi j

α +
√∑

i w2
i j

+ (1 − γ )
wi j

α +
√∑

j w2
i j

)

where α is a small constant to avoid zero denominator.
3: Check the constraint and repeat the update process until it

achieves convergence.

an AdaRBM are calculated offline with a four-step procedure
and used to configure the DANoC hardware prototype: 1) the
single-precision sparse parameters are calculated according to
Algorithm 1; 2) the weight parameters are thresholded using
a small positive value u, and the weights with small absolute
values are removed; 3) the reserved positive and negative
weights are represented as +1 and −1 respectively; and
4) the activations are binarized using zero and one.

D. Properties of the Deep Adaptive Network

The DAN learns an efficient hardware-oriented network
architecture featuring two properties.

1) The neural connections of the DAN are sparse. The DAN
adaptively reduces the connection weights associated
with negligible visible units to zero, which can be
removed for efficient hardware implementation.

2) The activations of the DAN hidden units are sparse.
Specifically, during the training phase, the AdaRBM
uses p(h j = 1|v) as the j th output activation to
the next layer. Since the short columns of the weight
matrix are reduced to zero vectors, the output activations
associated with zero columns become close to a constant
δ(b j ) independent of the visible units. This property
potentially makes the connection weights of the next-
layer AdaRBM to be sparser.

Fig. 3 shows these two properties. Two deep NNs of
the same configuration (784-800-800) are built to select the
features from the MNIST data set. It seems that most DAN
weights are close to zero, which are much sparser than
the DBN weights. Meanwhile, by subtracting the constant
vector δ(b), the output activations of the AdaRBMs become
notably sparser than the standard RBM [Fig. 3(c) and (d)]. It is
worth noting that, as shown in Fig. 3(b), the weight parameters
become sparser in the second layer than the first layer. It seems
that the sparse activations of the first-layer make the second-
layer connection weights sparser.
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Fig. 3. Empirical distributions of the connection weights and the activations
of a two-layer DAN. (a) Distribution of wi j (layer 1). (b) Distribution of wi j
(layer 2). (c) Distribution of p(h j = 1|v) − δb j (layer 1). (d) Distribution
of p(h j = 1|v) − δb j (layer 2). It is worth noting that, for the DAN, the
second-layer weights and activations seem sparser than the first layer.

Fig. 4. SMM in the SNC. Each SMM consists of two tables to maintain the
group addresses and the nonzero weight groups.

IV. HARDWARE PROTOTYPE

The DANoC system is an efficient, high-throughput and
scalable hardware prototype of the DAN built using off-the-
shelf FPGA devices. The basic building block of the hardware
is an SNC featuring an efficient SMM-based architecture.
Fig. 4 shows an example of the cross-bar SMM designed to
implement a sparsely connected AdaRBM with nine visible
units and nine hidden units. Each cross point in the SMM
represents a connection weight wi j between the i th visible
unit (left) and the j th hidden unit (down). In a functional
point of view, the input data of each core are processed as
coded address events. The address event i is active when the
i th visible unit is one, which triggers a lookup operation;
otherwise, the address event i is inactive and the core will
check the next visible unit for an active address event. No
lookup operation will be fired until a nonzero visible unit is

Fig. 5. Block diagram of the DANoC which consists of two host processors,
a coprocessor, and an external memory controller. The coprocessor consists
of an array of pipelined deep NNs, and each pipeline is composed of multiple
SNCs. Each core can be configured as an AdaRBM or an NN classifier.

found. The zeros in the input data stream are omitted and only
the spikes of ones could activate the core.

The lookup operation of the i th address event has three
steps. First, the incoming event activates the address mapping
table, which reads out the starting address i and the length of
the weight group. If the i th visible unit is connected to zero
hidden units, the core goes on to check the next visible unit.
Second, the binary weights of all hidden units connected with
the visible unit i are read out from the weight table. Then,
each hidden unit updates the state value s j in the neural state
table by wi j . When the neural state exceeds its threshold b j ,
the neuron produces a spike and its neural state is reset to 0;
this spike is then encoded and sent off as an address event to
the next SNC. The binary representation allows the DANoC
to use power-efficient threshold operations to implement the
sigmoid activation function.

The weight-decay optimization of the AdaRBM leads to
rowwise and columnwise sparse weight matrix. The hardware
design of the SNC takes advantage of the 3-D sparsity to
improve hardware efficiency. Since the SNC only activates
lookup operations when connections associated with a given
visible unit exist, the rowwise sparsity allows the DANoC
to save time and power by overlooking the majority of the
visible units whose associated connections are all removed.
On the other hand, the columnwise sparsity makes the nonzero
weights in a row to group together; Therefore, the weight
table of the SMM could reduce memory consumption and
computational time by preserving and reading weights in
groups.

A block diagram of the DANoC coprocessor is shown
in Fig. 5. The SoC has three main components: two host
ARM Cortex A9 processors, a coprocessor, and an external
memory controller. The coprocessor comprises an array of
pipelined SNCs and a control module. Multiple pipelines of
deep NNs can be implemented in parallel in the DANoC.
Each pipeline contains multiple cascaded SNCs, and each
core can be configured as an AdaRBM layer or a classifier
layer. The DANoC uses respective on-chip block RAMs to



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Fig. 6. DANoC hardware prototype applied for classifying images of
handwritten digits. The classification of each image contains 1.28 million
operations, and the DANoC can process one image in less than 0.24 ms,
and the low-price Zynq7Z020-based DANoC achieves effective 319 GOPS
at 495 mW.

implement the address mapping table, the weight table, the
neural state table, and the threshold table. The accesses of
these block RAMs are coordinated as a four-stage subpipeline
to maximize the throughput.

The memory complexity of the DANoC chip is mainly
determined by the size of the weight table, which is pro-
portional to n ∗ d ∗ σ ∗ log(s)/s, where n ∗ d is the size
of the weight matrix, σ is the ratio of reserved connections,
and s is the average size a weight group. In practice, the
DANoC could save 99.3%–99.9% weight memory compared
with the standard single-precision DBN. The binary represen-
tation achieved by the DAN algorithm enables the DANoC
to substitute the complicated floating-point multipliers for
power-efficient accumulators. Moreover, since the latency of a
binary accumulator is significantly lower than a floating-point
multiplier, the DANoC can process the input remote sensing
and video images in real time without jamming the pipeline.

The DANoC prototype is implemented using the Xilinx
Zynq FPGA device, which is a programmable SoC (Fig. 6).
The ARM host processors work at 800 MHz and the coproces-
sor works at 100 MHz in the SoC. The Zynq7Z020 FPGA has
4.9-Mb on-chip block RAM. The hardware prototype contains
1-GB 533-MHz DDR3 on-board memory and 3.8-GB/s full-
duplex memory bandwidth. The peak power consumption of
the entire board is 8 W, and the power consumption is less
than 2 W for the FPGA device. The Zynq platform is chosen,
because its performance increases linearly as the number of
pipelines increases. To evaluate the scalability of the DANoC,
a high-end version of the DANoC coprocessor is implemented
using the Xilinx Zynq7100 FPGA, which contains 26.5-Mb
on-chip block RAM, and allows us to fit up to 30 pipelines in
a single chip.

The host ARM processors are responsible for parsing a deep
network and controlling the transfer of input and configuration
data to the coprocessor. The coprocessor is implemented on
programmable logic and interfaces with the host processors
via the AXI bus. Input data are encoded as address events
and streamed into the coprocessor, one data word per clock
cycle. Data words are organized as an array, with data words
streamed in one row at a time. These data words can be pixels
in case of images or videos. The DDR memory controller
interfaces the pipelines with the external memory. Its purpose

is to route independent data streams and feed data to the
DANoC pipelines. The router is implemented as a crossbar
switch, allowing the coprocessor to access multiple memory
buffers at once with full-duplex data transactions.

V. EXPERIMENTS

In this section, we evaluate the DAN algorithm and the
DANoC hardware prototype using three different applications,
i.e., recognizing images of handwritten digits, classifying
hyperspectral remote sensing images and an application of
video-based self-driving toy robot car.

A. Experiment Setting and Measurements

We implement the sparsely connected DAN with binary
connections and activations in four steps. In each step, the
feedforward NN becomes more efficient. To distinguish these
networks, we list the DANs with different precisions as
follows.

1) DAN: Single-precision DAN.
2) DANt : Single-precision DAN whose majority of connec-

tions associated with zero weights are removed.
3) DANb: Fix-point DAN with binary connection weights.
4) DANB: Fix-point DAN with binary connection weights

and binary activations.

To evaluate the sparsity of neural connections, we use the
ratio of reserved weights σ as the sparsity measurement, which
is controlled by the threshold value u as

σ = 1 − N (u)

total number of weights
× 100% (15)

where N (u) indicates the number of weights whose absolute
values are smaller than u. Specifically, the sparsity mea-
surement σ ∈ [0, 1] reaches 0 if u = maxi j |wi j |. The σ
measurement is an important tradeoff between efficiency and
classification accuracy, and a typical range of σ is between
5% and 25% for the examined data sets.

B. MNIST Handwritten Images

MNIST is a benchmark image classification data set [31].
It consists of a training set of 60 000 and a test set of 10 000
28×28 grayscale images representing digits ranging from
0 to 9 (Fig. 7). Two networks, i.e., a DAN (784-800-800-10)
and a DBN (784-800-800-10), are built to extract features from
the images in the MNIST data set. We use the training set of
60 000 images to fit the DAN and DBN simultaneously. The
parameters of the DAN are then thresholded and binarized.
Respective NN classifiers are connected with the DAN and
the DBN. Experiment shows that DANt with only 25% con-
nections reserved has almost the same classification accuracy
(98.83%) as the original DBN (98.84%) with full connections.

Fig. 7 shows DANb with binary connection weights. The
weight parameters are shown in Fig. 7(b). The inferred values
are shown in Fig. 7(a). As a result of the mixed-norm
weight-decay and threshold process, the weight matrices of
the first-layer and the second-layer AdaRBMs become very
sparse, and the nonzero weights tend to cluster into different
groups.
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Fig. 7. Sparsely connected binary-weighted DAN (DANb) learned from the MNIST data set. An NN classifier is connected to the DAN for recognizing the
label (0–9) of a given image. (a) The input image and the associated sparse features extracted using the DAN. (b) The sparse weight parameters learned by
the DAN.

Fig. 8. Classification accuracies of the DBNs and the DAN change as λ
changes from 10−1 to 10−8 (γ = 0.5). DBN1 and DBN2 are single-precision
DBNs with L1 and L2 norm weight decay, respectively.

We change the parameter λ from 10−1 to 10−8 to eval-
uate its relation to classification accuracy. Our experiment
randomly selects 10 000 images for training and tests the DAN,
the DBN, the DBN with L1-norm weight-decay (DBN1), and
the DBN with L2-norm weight-decay (DBN2) over the rest
images. The experiment is carried out ten times and the
average accuracies are shown in Fig. 8. It seems that the DAN,
the DBN, and DBN2 have a similar classification accuracy
when λ is smaller than 10−4; however, DBN1 has noticeably
lower accuracy.

Since the parameter λ controls the sparsity of the weight
parameters in a DAN, it could affect the efficiency of hardware
implementation. Fig. 9 shows the relation between the ratio of
reserved weights (σ ) and the value of λ. A typical threshold
value u = 0.1 and γ = 0.5 is set. Results show that the ratio
of reserved weights drops significantly from about 50% to less
than 5% when λ changes from 10−8 to 10−1. Experiment also
shows that the second layer of the DAN is over 15% sparser
than the first layer.

An experiment is performed to illustrate how the para-
meter γ controls the tradeoff between rowwise sparsity and
columnwise sparsity of the weight matrix. The weights of
DANt with different values of γ are examined. We compare
the rowwise matrix norm ‖W‖M and the columnwise matrix
norm ‖WT ‖M , and have two observations. First, ‖WT ‖M

Fig. 9. Ratio of reserved weights (σ%) of each layer in the DAN is controlled
by the parameter λ(u = 0.1, γ = 0.5).

Fig. 10. Classification accuracy of the DANs and the DBNs with different
weight decay approaches. The connection weights are thresholded with the
σ% significant weights reserved and represented using single-bit integers.

increases as γ increases, whereas ‖W‖M drops as γ increases.
This observation is coherent with the optimization formula-
tion of (10). Second, the weight matrix of the second-layer
AdaRBM has about 20% smaller mixed norm than the first-
layer AdaRBM. This observation indicates that the second-
layer weights may be sparser than the first-layer weights,
which is coherent with the results of Fig. 9.

Fig. 10 compares the accuracy of the classic NN classifiers
proceeded by the DBN and the DANs of different precisions.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

Fig. 11. Memory required for weight parameters of the DBN and the DAN.

To compare the influence of quantization on the examined
approaches, the weights of the DBNs are thresholded and
quantized with the same setting as the DAN. Experiment
shows that, generally speaking, the DAN is sparse and robust
with the binary quantization operation. When the ratio of
reserved weights σ changes from 0% to 5%, the classification
accuracy of DANb quickly climbs to over 90%. However, the
classification accuracies of the DBN (54.2%), DBN1 (19.2%),
and DBN2 (67.4%) show much worse results with 5% con-
nections reserved. It seems that DANb shows almost no drop
in classification accuracy when more than 10% connections
are reserved. Moreover, the deviation results indicate that
DBN1, DBN2, and the DAN are all relatively stabler than the
original DBN when the ratio of reserved weights decreases.
The deviation of the DAN quickly shrinks when more
than 15% weights are reserved.

To achieve higher hardware efficiency, the DAN could use
binary activations as well as binary weights. Fig. 10 also shows
the influence of adopting binary activation on classification
accuracy. The activations of DANB are thresholded and bina-
rized using a constant 0.5. As shown in Fig. 10, the accuracy of
the NN classifier proceeded by DANB is significantly higher
than the DBN. By adopting binary weights and activations, the
DANoC coprocessor could replace the complex floating-point
multipliers with simple fix-point accumulators and imple-
ments the sigmoid activation function using simple threshold
operations.

By adopting the sparse binary connections, the DAN
becomes 99.3% (σ = 20%) to 99.9% (σ = 5%) more memory
efficient than the single-precision DBN. Fig. 11 shows the
theoretical results of the memory used by the DAN and the
original DBN. The memory complexity of the deep NNs
increases as the number of neurons increases. The present
DBNs are usually implemented using 32-b representation;
however, with sparse and binary weights, DANb could improve
the memory efficiency by two to three orders of magnitude.

C. Hyperspectral Remote Sensing Images

The second experiment applies the DAN algorithm and
the DANoC system to the hyperspectral remote sens-
ing application. Different from visible-light images, the
hyperspectral images contain information from across the
electromagnetic spectrum. Fig. 12 shows the Pavia Center
data set, which contains 1.2 million samples. Each pixel in

Fig. 12. Pavia Center image and the ground-truth labels for each pixel.
The Pavia Center set has 1.2 million samples. The DBN-based classification
of each sample contains 10.9 million operations, and the Zynq7100-based
DANoC achieves 2036 effective GOPS at 1.9-W power consumption.

TABLE I

EXAMINED HYPERSPECTRAL DATA SETS

the image is recorded with 102 spectral bands covering the
wavelengths from 401 to 889 nm. The goal of classification
is to determine nine labels associated with each pixel.

Our experiments examine four well-known data sets of
hyperspectral images (Table I). All the examined data sets are
downloaded from the hyperspectral website [32]. The scene
of the India Pines is gathered by the AVIRIS sensor and
consists of 21 025 samples with 224 spectral reflectance bands
in the wavelength ranging from 0.4 × 10−6 to 2.5 × 10−6 m.
The label of each pixel falls into 16 classes. The Salinas
data set is collected by the 224-band AVIRIS sensor over the
Salinas Valley, CA, USA, and is characterized by high spatial
resolution (3.7-m pixels). The area covered comprises 11 110
thousand samples of 16 classes. Similar to the Pavia Center
data set, the Pavia University set has nine classes and 0.37
million samples recorded with 103 spectral bands.

Different from traditional technologies, the hyperspectral
imaging can get the spatial and spectral data simultaneously,
resulting in high-dimensional samples. For practical remote
sensing applications, the number of labeled training samples
for each class is usually less than a few hundreds. The
scarcity of labeled training samples could cause a significant
drop in classification accuracy for supervised approaches,
which is known as the Hughes phenomenon. Therefore, an
unsupervised feature extraction process is usually applied
before hyperspectral classification. Recently, there has been
a lot interest in the remote sensing area to apply the deep
learning algorithms for hyperspectral classification. And the
DBN has been reported as the state-of-the-art for extracting
features from hyperspectral images [3]. However, it is usually
a challenge to deploy the DBN to process remote sensing
images in real time, because the embedded systems carried
by satellites or unmanned aerial vehicles are generally limited
in hardware resources. In this experiment, we show that the
efficient DAN algorithm and the DANoC system could provide
competitive results with the state-of-the-art approaches for
classifying hyperspectral images (Table II).
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Fig. 13. Spatial–spectral classification of the hyperspectral data using the proposed DAN. Each pixel in the hyperspectral data is recorded with 102 spectral
bands covering the wavelengths from 401 to 889 nm.

TABLE II

LATEST STUDIES OF HYPERSPECTRAL IMAGE CLASSIFICATION

Fig. 13 shows our DAN-based classification process of
the spatial–spectral samples, which consists of four steps:
1) normalization and whitening are applied to reduce the
correlation between features; 2) the neighbor region of the
target pixel is selected (red square), and the spatial–spectral
sample is flattened and arranged as a vector; 3) a DAN
is trained and built to extract the features from the high
dimensional vector; and 4) the extracted features are classified
using an NN classifier.

Given a target pixel, a neighbor region of nine pixels is con-
structed to form a high-dimensional spatial–spectral sample.
Different deep NNs are trained over the Indian Pines data
set (1800-2000-2000), the Salinas data set (1836-2000-2000),
the Pavia Center data set (918-1000-1000), and the Pavia
University data set (927-1000-1000) for feature selection. Our
experiment compares the proposed method with the DBN,
the principal component analysis (PCA), and the independent
component analysis (ICA), all of which have been proven to
be effective for processing the hyperspectral data. Different
classifiers, including the NN classifier, the logistic regression
classifier, the support vector machine, the naive Bayes, and the
decision tree, are examined. All the compared classifiers are
implemented using the WEKA software [45]. To calculate the
classification accuracy, we randomly select 50% of unlabeled
hyperspectral samples for training the unsupervised DAN,
the PCA, and the ICA, and the rest samples are used for
testing. The classifiers are trained with 25% labels randomly

TABLE III

STANDARD HYPERSPECTRAL CLASSIFICATION APPROACHES

selected from the training set. The experiment is repeated ten
times, and the average classification accuracy and derivation
are calculated. Experiment results in Table III show that the
DAN algorithm achieves the highest classification accuracy
among all compared approaches over three of the examined
data sets (90.90%–99.59%).

Table II compares the binary DAN implemented in the
DANoC system with the optimal results reported by the
latest hyperspectral studies [33]–[40]. All these studies use
the same spatial–spectral samples and similar experiment
settings. It seems that the DANoC system could achieve com-
petitive results with the-state-of-the-art approaches by taking
advantage of the large-volume unlabeled samples. It is worth
noting that the DAN even outperforms some deep learning-
based approaches, including the CNN. Since the labeled
training samples are limited and expensive for remote sensing
applications, the lack of labeled training data degrades the
performance of supervised approaches.

With algorithm-level and hardware-level optimization, the
DANoC coprocessor achieves competitive performance with
the state-of-the-art hardware implementations [27]–[29], [46].
In our hardware experiments, the performance of the DANoC
system is estimated using the number of multiplications
required in a standard DBN. Two versions of DANoC systems
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TABLE IV

PERFORMANCE OF THE DANOC HARDWARE PROTOTYPE

Fig. 14. Self-driving robot car equipped with a DANoC hardware prototype.
The robot car has two cameras, one is used to track the road (left) and
the other is used to recognize the traffic signs (right). Two types of deep
NNs are integrated in the DANoC, which achieve 98.2% correct rate for
recognizing 12 traffic signs, and 98.9% correct rate for recognizing the road.
The Zynq7100-based DANoC coprocessor achieves the state-of-the-art peak
performance of 1593 GOPS and is able to process 67 frames of 640–480
video in real time.

are implemented using the Zynq7Z020 and the Zynq7100
FPGA devices, respectively. As shown in Table IV, the
low-cost Zynq7Z020 DANoC achieves high performance
of 615–841 giga-operations per second per watt, which allows
the DANoC chip to process 31.2–53.9 thousand hyperspectral
samples per second. The peak performance achieved by the
Zynq7100 DANoC chip is 2077 effective giga-operations
per second, which is the state-of-the-art among the latest
FPGA-based hardware implementations (Table V). The high
performance is achieved at less than 2 W of chip-level power
consumption, which is orders of magnitude more efficient than
CPU- and GPU-based solutions.

D. Real-Time Analysis of Video Images

Besides the remote sensing applications, which are our
primary motivation, we also evaluate the DANoC hardware
for real-time video processing. In this experiment, a DANoC
hardware prototype is mounted on a toy robot car for automatic
driving (Fig. 14). The robot car has two 640–480 video
cameras connected with the hardware board via respective
USB ports. One camera is used to track the road and the
other is used to recognize 12 traffic signs. The video streams
are captured and thresholded as binary frames using software
running on the ARM host processors. Then, the image frames
are split as 16–16 (road) and 32–32 (traffic sign) windows with

TABLE V

PEAK PERFORMANCE OF THE LATEST HARDWARE

DEEP NN ACCELERATORS

8-pixel step size, and the images are arranged as binary streams
and routed to the DANoC coprocessor for feature extraction
and classification. The classification results are then sent back
to the host processor to control the toy robot car automatically.

Two types of DAN pipelines are implemented in the
DANoC coprocessor for recognizing the traffic signs and the
road, respectively. Each pipeline uses two SNCs to implement
a stacked DAN and one core to implement the NN classifier.
Eight video clips recoded with different light conditions and
camera angles are used to train and test the DAN algorithm
offline. Experiment shows the DANoC coprocessor achieves
98.2% correct rate for recognizing 12 traffic signs, and 98.9%
correct rate for recognizing the road. The performance of the
DANoC system is estimated using the number of multipli-
cations required in a standard DBN of the same configu-
ration. The Zynq7Z020 DANoC with six pipelines of deep
NNs achieves 319 giga-operations per second with 478-mW
power consumption. The high-performance Zynq 7100-based
DANoC could integrate up to 30 pipelines in single FPGA
chip, which enables it to process 67 frames in real time with
the peak performance of 1593 effective giga-operations per
second.

VI. CONCLUSION AND DISCUSSION

This paper proposes an algorithm and hardware codesign
of the famous DBN for embedded applications. The pro-
posed DAN algorithm is optimized to learn deep NNs with
sparse connections, which can be robustly represented using
single-bit integers. The proposed efficient learning algorithm
could reduce up to 99.9% memory consumption and replace
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the complex floating-point multipliers with efficient fix-point
accumulators, which enables the DANoC hardware to preserve
all the parameters on chip and achieve the state-of-the-art per-
formance for embedded remote sensing and computer vision
applications.

Motivated by accelerating unsupervised deep NNs for
embedded pattern recognition applications, this paper mainly
focuses on the algorithm and hardware optimization of the
famous DBN. However, the sparse weight decay approach can
also be applied to other deep learning methods. For example,
we find that the connection weights in the CNN can also
be reduced by the mixed norm regularization approach, and
the CNN could be robustly thresholded and represented using
binary integers. In the future, we plan to implement and
optimize the hardware design for CNN with sparse binary
connections and activations.
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