Anti-drift in E-nose: A subspace projection approach with drift reduction
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A B S T R A C T

Anti-drift is an emergent and challenging issue in sensor-related subjects. In this paper, we propose to
dress the time-varying drift (e.g. electronic nose drift), which is sometimes an ill-posed problem due
to its uncertainty and unpredictability. Considering that drift is with different probability distribution
from the regular data, a machine learning based subspace projection approach is proposed. The main
idea behind is that given two data clusters with different probability distribution, we tend to find a
latent projection P (i.e. a group of basis), such that the newly projected subspace of the two clusters is
with similar distribution. In other words, drift is automatically removed or reduced by projecting the
data onto a new common subspace. The merits are threefold: 1) the proposed subspace projection is
unsupervised; without using any data label information; 2) a simple but effective domain distance is
proposed to represent the mean distribution discrepancy metric; 3) the proposed anti-drift method can
be easily solved by Eigen decomposition; and anti-drift is manifested with a well solved projection matrix
in real application. Experiments on synthetic data and real datasets demonstrate the effectiveness and
efficiency of the proposed anti-drift method in comparison to state-of-the-art methods.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Drift is a well-known issue in instrumentation and measurement. In olfaction related gas sensing instruments (e.g. electronic nose), sensor drift shows nonlinear dynamic behavior in a multi-dimensional sensor array [1]. Sensor drift effect is caused by many objective factors such as aging, poisoning, and the fluctuations of the ambient environmental variables (e.g. humidity, temperature) [2]. Temperature and humidity can also be understood as cross-sensitivity (i.e. gas sensor is also sensitive to ambient temperature and humidity, but not only odors) in E-nose. Due to the ambient variables, as a result, the instrument responds differently to a constant concentration of some contaminants at different ambient conditions. Drift effect can be understood as some uncertainty, which is difficult to intuitively estimate and compensate by using some deterministic approaches. Drift is once thought to be an ill-posed problem due to the very irregular characteristics. Therefore, motivated by these findings, we are inspired to propose an instrumental drift adaptation method from the angle of distribution consistency. That is, we attempt to improve the distribution consistency of the observed cycle data, rather than estimate the drift effect with uncertainty. Before the proposed idea, a mini-overview of electronic nose (E-nose) is first presented as follows, so that readers who are not very familiar to E-nose community can have a quick scan.

Electronic nose, as a gas sensing device with pattern recognition unit for artificial olfaction, has witnessed a wide progress in applications, systems and algorithms during the past two decades [3–7]. A general E-nose system is shown in Fig. 1. Flammini et al. proposed a low-cost interface to high-value resistive sensors over a wide range, such that a wide detection threshold is possible [8]. Fort et al. discussed different measurement techniques for gas mixture detection by using tin oxide gas sensing device [9]. Brudzewski et al. [10] proposed a differential electronic nose for recognition of coffees. Herrero-Carrón et al. [11] proposed an active and inverse temperature modulation electronic nose for odorant classification. Hossein-Babaei and Amini proposed a single generic tin oxide gas sensor for complex odor recognition [12]. Palit et al. proposed an electronic tongue for tea taste and classification of tea taster’s mark [13], by approximating human’s taste. Recently, pattern recognition algorithms have been widely studied in E-nose for classification and regression of multiple kinds of analytes [14–16], such as support vector machines (SVM), neural networks (ANN), discriminant analysis (DA), learning vector quantization (LVQ), etc. Tudu et al. proposed an incremental fuzzy approach for classification of black tea quality with an E-nose [17], in which the classifier has incremental learning ability such that the newly presented patterns can be automatically included in the training set with-
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out affecting the previous system. Some excellent reviews of the pattern classification and signal processing methods in machine olfaction and E-nose can be referred to as [18–20].

In this paper, we focus on the hot topic of long-term drift in E-nose. Drift is supposed to be some slow, continuous and uncertain effect, which is affecting the classification performance of an E-nose, due to the undesirable “unknown noise”. Although researchers have proposed many different methods for drift compensation from the angle of ensemble classifiers, semi-supervised learning, drift direction and drift correction, the results are still unsatisfactory since the restricts of methods [21–28]. In this paper, we propose a linear subspace alignment based drift adaptation technique, which tends to achieve drift compensation by removing the distribution discrepancy between the normal E-nose data and the drifted E-nose data. From the angle of machine learning, a basic assumption in learning theory is that the probability distribution between the training data and the testing data should be consistent. Therefore, a statistical learning algorithm can effectively capture the implied rules in the training data, which can also be adapted to the testing data. However, once the data (e.g. drift effect) violates the basic assumption of distribution consistency, the learning model may fail. This paper supposes that the drift effect seriously causes the distribution inconsistency of E-nose data. Therefore, our mission and idea is to improve the distribution consistency by subspace alignment between normal and drifted data. That is, we are not trying to calibrate the drift exactly or learn a drift-elimination based classifier, but attempting to enhance the statistical probability distribution consistency of the normal and drifted data.

To this end, under the construction of principal component analysis, we propose a domain regularized component analysis (DRCA) method, which aims at improving the distribution consistency and achieving drift adaptation in principal component subspaces of normal (source domain) and drifted data (target domain). Inspired by transfer learning and domain adaptation [24], in this paper, we give that the normal data is from source domain and the drifted data is from target domain. The basic idea of the proposed DRCA method is illustrated vividly in Fig. 2.

The remainder of this paper is as follows. Section 2 illustrates the related work of drift compensation. Section 3 presents the proposed subspace projection based PCA synthesis approach with model formulation and optimization algorithm. The experiments and results have been discussed in Section 4. Finally, Section 5 concludes this paper.

2. Related work

2.1. Drift compensation in E-nose

Recently, many researchers have proposed different methods for handling drift issue of E-nose. Specifically, we present the existing work from classifier-level and feature level. In classifier level, Martinelli et al. proposed an artificial immune system based adaptive classifier for drift mitigation [24]. Vergara et al. proposed a classifier ensemble model for drift compensation, in which multiple SVMs with weighted ensemble are involved [22]. Also, a public long-term drift dataset was released and promotes the development of drift compensation. Liu and Tang [23] proposed a dynamic classifier ensemble for drift compensation in real application, in which the ensemble scheme is a dynamic weighted combination. Zhang et al. [24] proposed a domain adaptation extreme learning machine based transfer learning method for drift compensation, in which the classifier is learned with source and target domain simultaneously, by adaptive cross-domain learning. Liu et al. [25] also proposed a semi-supervised domain adaptation, in which manifold learning with affinity structure preservation is considered. These methods focus on the robust classifier learning, but neglect the important issue of data distribution mismatch. In feature level, Artursson et al. proposed a component correction based principal component analysis method, which aims at finding the drift direction and then remove the drift directly from the data [26]. The residual is recognized to be the non-drifted data. Similarly, Padilla et al. [27] proposed an orthogonal signal correction method for drift compensation, in which the components orthogonal to the signal are recognized to be drift, and then removed directly. These methods suppose that the drift is some additive noise on the data, which may violate the basic property of drift. Di Carlo et al. [28] proposed an evolutionary drift compensation, which aims at learning some transformation corresponding to the best pattern recognition accuracy. However, the learned transformation is solved by taking the recognition accuracy as optimization objective, regardless of drift essence, such that the transformation is recognition accuracy oriented and overfitted. Ziyatdinov et al. [35] proposed a common principal component analysis (CPCA) method for drift compensation, in which the drift variance can be computed. Also, the CPCA method can finds common components for all gases in feature space. In this paper, the proposed DRCA method is completely different from the previous work. DRCA aims at finding a common subspace for both drifted and regular data, instead of the raw feature space. To our knowledge, it is the first time to address drift problem, by viewing drift to be some probability distribution bias in feature space between drift and regular data. In other words, we would like to find a latent common subspace where drift is not dominated.

![Fig. 1. General E-nose system.](image1)

![Fig. 2. Schematic diagram of the proposed DRCA method: after a subspace projection P, the source domain and target domain of different space distribution lie in a latent subspace with good distribution consistency (the centers of both domains become very close and drift is removed); in this latent subspace, the classification of two classes is successfully achieved.](image2)
2.2. Basic subspace projection algorithms

Subspace learning aims at learning a low-dimensional subspace under different optimization objectives. Several popular subspace methods include principal component analysis (PCA) [29], linear discriminant analysis (LDA) [30], manifold learning based locality preserving projections (LPP) [31], marginal fisher analysis (MFA) [32], and their kernelized and tensorized variants [33,34]. PCA, as an unsupervised method, aims at preserving the maximum variance of data, such that the redundant information is removed. LDA is a supervised dimension reduction method, which targets at maximizing the inter-class scatter matrix and minimizing the intra-class scatter matrix, such that the linear separability is maximized in the subspace. LPP is an unsupervised dimension reduction technique with manifold assumption, which preserves the affinity structure during dimension reduction process from high to low dimension. MFA is recognized to be a comprehensive version of LDA and LPP, which integrates the intra-class compactness of LDA and the graph embedding of LPP. Therefore, MFA is a supervised subspace learning method with maximum separability and affinity structure preservation.

These subspace learning methods assume that the whole distribution of the data is consistent. However, the drift issue we are facing with leads to much different distribution, so that these methods are no longer applicable. In this paper, a PCA synthesis technique, a subspace projection with transfer capability and distribution alignment, i.e. DRCA is proposed for handling the issue of distribution inconsistency, and further achieving drift adaptation in E-noses.

3. The proposed subspace projection: domain regularized component analysis (DRCA)

3.1. Notations

In this paper, the source and target domain are defined by subscript “S” and “T”, respectively. The training data of source and target domain is denoted as \( \{ x_1^S, \ldots, x_{N_S}^S \} \in \mathbb{R}^{d \times N_S} \) and \( \{ x_1^T, \ldots, x_{N_T}^T \} \in \mathbb{R}^{d \times N_T} \), respectively, where \( d \) is the number of dimensions, \( N_S \) and \( N_T \) are the number of training samples in both domains. Let \( P \in \mathbb{R}^{d \times d} \) represents the basis transformation that maps the original space of source and target data to some subspace with dimension of \( d_y \). \( \| \cdot \| \) and \( \| \cdot \|_2 \) denotes the Frobenius norm and 2-norm. \( Tr(\cdot) \) denotes the trace operator and \( (\cdot)^T \) denotes the transpose operator. Throughout this paper, matrix is written in capital bold face, vector is presented in lower bold face, and variable is in italics.

3.2. Problem formulation

As illustrated in Fig. 2, we aim to learn a basis transformation \( P \) that maps the original space of source and target data to some subspace, where the feature distributions between the mapped source and target data \( Y_S = \{ y_1^S, \ldots, y_{N_S}^S \} \in \mathbb{R}^{d_y \times N_S} \) and \( Y_T = \{ y_1^T, \ldots, y_{N_T}^T \} \in \mathbb{R}^{d_y \times N_T} \) can be kept similar. Therefore, it is rational to have an idea that the mean distribution discrepancy (MDD) between \( Y_S \) and \( Y_T \) is minimized. Simply, the MDD concept is shown by the proposed domain distance, which is defined as the distance between the centers of the two domains. Therefore, the MDD minimization is formulated as

\[
\min_{P} \left\| \mu_S - \mu_T \right\|^2 = \min_{P} \left\| \frac{1}{N_S} \sum_{i=1}^{N_S} y_i^S - \frac{1}{N_T} \sum_{j=1}^{N_T} y_j^T \right\|^2
\]

where \( \mu_S = \frac{1}{N_S} \sum_{i=1}^{N_S} y_i^S \) and \( \mu_T = \frac{1}{N_T} \sum_{j=1}^{N_T} y_j^T \) represents the centers in the new subspace.

According to the subspace projection, the new representation of source and target data in the lower-dimensional subspace can be formulated as

\[
Y_S = P^T X_S = P^T \left[ x_1^S, \ldots, x_{N_S}^S \right] = \left[ y_1^S, \ldots, y_{N_S}^S \right]
\]

\[
Y_T = P^T X_T = P^T \left[ x_1^T, \ldots, x_{N_T}^T \right] = \left[ y_1^T, \ldots, y_{N_T}^T \right]
\]

Therefore, we have \( y_i^S = P^T x_i^S \) and \( y_j^T = P^T x_j^T \). By substituting (2) and (3) into (1), the minimization problem (1) can be reformulated as

\[
\min_{P} \frac{1}{N_S} \sum_{i=1}^{N_S} \left\| P^T x_i^S \right\| - \frac{1}{N_T} \sum_{j=1}^{N_T} \left\| P^T x_j^T \right\|_2^2
\]

For learning such a basis transformation \( P \) that can minimize the mean distribution discrepancy in (4), we should also ensure that the projection does not distort the data itself, such that much more available information can be kept in the new subspace representation. Therefore, for source data it is rational to maximize the following term,

\[
\max_{P} \left( \left( P^T X_S \right)^{\top} \left( P^T X_S \right) \right) = \max_{P} \left( P^T X_S X_S^{\top} P \right)
\]

It can be seen that by solving (5), the variance (energy) of the source data in the new subspace is maximized, such that the data cannot be distorted and the most available information in the raw data can be remained.

Similarly, for target domain data, we aim at maximizing the following term

\[
\max_{P} \left( \left( P^T X_T \right)^{\top} \left( P^T X_T \right) \right) = \max_{P} \left( P^T X_T X_T^{\top} P \right)
\]

In actual application, there is little data in target domain by comparing to the source domain. In order to learn an effective linear subspace \( P \) for drift adaptation, we propose a target domain regularized variance maximization idea and effectively avoid bias learning. Therefore, the variance maximization formulation shown in Eq. (5) and Eq. (6) can be integrated together by using a trade-off parameter as follows

\[
\max_{P} \left( \left( P^T X_S X_S^{\top} P \right) + \lambda \cdot Tr \left( P^T X_T X_T^{\top} P \right) \right)
\]

\[
= \max_{P} \left( P^T X_S X_S^{\top} P + \lambda \cdot P^T X_T X_T^{\top} P \right)
\]

where \( \lambda \) denotes the trade-off (regularization) parameter.

The proposed target domain regularized component analysis (DRCA) model aims at minimizing the mean distribution discrepancy (MDD) in (4) and maximizing the regularized variance in (7) of source and target data, simultaneously. Therefore, by integrating (4) and (7) together, the proposed DRS model can be formulated as

\[
\max_{P} \left( \left( P^T X_S X_S^{\top} + \lambda \cdot X_T X_T^{\top} \right) P \right)
\]
Let $\mu_S = \frac{1}{N_S} \sum_{i=1}^{N_S} x_i^S$ and $\mu_T = \frac{1}{N_T} \sum_{j=1}^{N_T} x_j^T$ be the centers of source and target domain, then the maximization problem in Eq. (8) can be finally written as

$$\max_{P} \frac{\operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P \right)}{\left\| P^T \left( \frac{1}{N_S} \sum_{i=1}^{N_S} x_i^S \right) - P^T \left( \frac{1}{N_T} \sum_{j=1}^{N_T} x_j^T \right) \right\|^2}$$

$$= \max_{P} \frac{\operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P \right)}{\left\| P^T \mu_S - P^T \mu_T \right\|^2}$$

$$= \max_{P} \frac{\operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P \right)}{\operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) \right)}$$

$$= \max_{P} \frac{\operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) \right)}{\operatorname{Tr} \left( P^T \left( \mu_S - \mu_T \right) \right) \left( \mu_S - \mu_T \right)^T}$$

$$= \max_{P} \frac{\partial L(P, \rho)}{\partial P} = 0 \rightarrow \left( (\mu_S - \mu_T) \left( \mu_S - \mu_T \right)^T \right)^{-1} \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P = \rho P$$

From (12), we can observe that the $P$ can be obtained by solving the following Eigenvalue decomposition problem of matrix $A$,

$$AP = \rho P$$

where $A = \left( (\mu_S - \mu_T) \left( \mu_S - \mu_T \right)^T \right)^{-1} \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right)$, and $\rho$ denotes the diagonal matrix of eigenvalues.

From (13), it is clear that the $A$ denotes the eigen-vectors. Due to that the model (10) is a maximization problem, therefore, the optimal subspace $P^*$ denotes the eigenvectors with respect to the first $d$ largest eigenvalues $[\rho_1, \cdots, \rho_d]$, represented by

$$P^* = [p_1, p_2, \cdots, p_d]$$

For easy implementation, the proposed DRCA algorithm is summarized in Algorithm 1.

**Algorithm 1. The proposed DRCA**

**Input:** Heterogeneous data including source data $X_S \in \mathbb{R}^{D \times N_S}$, and target data $X_T \in \mathbb{R}^{D \times N_T}$, $\lambda$, $d$.

**Procedure:**

1. Compute the centroid of source data $\mu_S = \frac{1}{N_S} \sum_{i=1}^{N_S} x_i^S$.
2. Compute the centroid of target data $\mu_T = \frac{1}{N_T} \sum_{j=1}^{N_T} x_j^T$.
3. Compute the matrix $A$ as $A = \left( (\mu_S - \mu_T) (\mu_S - \mu_T)^T \right)^{-1} \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right)$.
4. Perform the eigenvalue decomposition of $A$ by using (13).
5. Compute the optimal subspace $P^* = [p_1, p_2, \cdots, p_d]$ by (14);
6. New subspace projection with drift adaptation by $x_i^S = \left( P^* \right)^T x_i^S$.

**Output:** The basis transformation $P$, the drift adapted (distribution aligned) data $X_i^S$ and $X_i^T$.

3.3. **Model optimization**

In the maximization problem Eq. (9), there are many possible solutions of $P$ (i.e. non-unique solutions). To guarantee the unique property of solution, we impose an equality constraint on the optimization problem, and then Eq. (9) can be written as

$$\max_{P} \operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P \right)$$

s.t. $\operatorname{Tr} \left( P^T \left( \mu_S - \mu_T \right) \left( \mu_S - \mu_T \right)^T \right) = \eta$

where $\eta$ is a positive constant value.

To solve (10), the Lagrange multiplier function is written as

$$L(P, \rho) = \operatorname{Tr} \left( P^T \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P \right) - \rho \left( \operatorname{Tr} \left( P^T \left( \mu_S - \mu_T \right) \left( \mu_S - \mu_T \right)^T \right) - \eta \right)$$

where $\rho$ denotes the Lagrange multiplier coefficient.

By setting the partial derivation of $L(P, \rho)$ with respect to $P$ to be $0$, we have

$$\frac{\partial L(P, \rho)}{\partial P} = 0 \rightarrow \left( (\mu_S - \mu_T) (\mu_S - \mu_T)^T \right)^{-1} \left( X_S X_S^T + \lambda \cdot X_T X_T^T \right) P = \rho P$$

3.4. **Remarks**

The proposed DRCA method is an unsupervised algorithm, in which the labels of the source and target data are not involved. In optimization of the subspace projection $P$, DRCA holds similar computation with the popular principal component analysis (PCA) and linear discriminant analysis (LDA) method by using Eigenvalue decomposition, and the eigenvectors with respect to the first $d$ largest eigenvalues are selected as a group of projection basis. Therefore, the computational complexity of DRCA is $O(D^3)$. Extensively, the proposed DRCA can also be further improved by considering the label information in source data, as LDA does. Therefore, a supervised or semi-supervised version can also be easily derived in the future work, if the full or partial label (class) information of the source data is available. Then, a discriminative subspace can be learned by maximizing the between-class scatter matrix and minimizing the within-class scatter matrix. In this paper, we focus on the unsupervised algorithm for distribution alignment. Additionally, the parameters such as dimensionality $d$ and the trade-off coefficient $\lambda$ are tuned in the search space $d=\{2^k, k=0,1,2,3,4,5,6,7\}$ and $\lambda=\{10^k, k=-3,-2,-1,0,1,2,3,4\}$. 
4. Experiments

In this section, we conduct three experiments on different datasets with knowledge bias/shift and drift for testing the effectiveness of the proposed DRCA method. Specifically, we first generate a synthetic dataset of Gaussian distribution with different parameters (e.g., mean vector and covariance matrix). Then, we test the proposed method on a public benchmark sensor drift dataset from an electronic nose. Further, we validate the proposed method on our own dataset with long-term drift by an E-nose.

4.1. Experiment on synthetic data

To validate the effectiveness of the proposed DRCA method, we randomly generate source domain data and target domain data with Gaussian distribution with respect to different mean vector and covariance matrix, respectively. For each domain, 100 data points of two classes (50 data points per class) with three dimensions are generated. In this way, the source domain and target domain are with different space distribution, such that the proposed method can be used to handle such issues. The generated synthetic data points for source and target domain are shown in Fig. 3(a) in 3D-coordinate space, from which we observe that the source data and target data are with different space distribution and the classifier of source data cannot be directly used for target data due to the distribution inconsistency.

Therefore, improving the distribution consistency between source domain and target domain is really required, such that one unified classifier can be achieved for both source data and target data. The proposed DRCA is exactly for this challenging task, that is, subspace adaptation. Visually, the adapted new subspace with improved distribution consistency by using the proposed DRCA is shown in Fig. 3(b). We observe from the 2-D coordinate subspace that the data points of the same class from source and target domain lie in nearer clusters, and one unified classifier can be easily derived for multi-classification regardless of source or target data. In other words, the distribution inconsistency between source and target domain is removed by DRCA subspace adaptation.

4.2. Experiment on benchmark sensor drift data

For verification of the proposed DRCA method, the real sensor drift benchmark dataset of three years collected by an E-nose from Vergara et al. in UCSD [22] is used in our experiment. The dataset was gathered during the period of 36 months from January 2008 to February 2011 based on a gas delivery platform. The E-nose is with 16 gas sensors, and exposed to six kinds of pure gaseous substances, such as acetone, acetaldehyde, ethanol, ethylene, ammonia, and toluene at different concentration levels. Totally, this dataset contains 13910 measurements (samples), which are divided into 10 batches of time series. The number of samples for each class with respect to each batch is summarized in Table 1. In feature extraction, 8 features were extracted for each sensor, and consequently a 128-dimensional feature vector (16 × 8) is formulated for each sample. We refer interested readers to as [22] for more technical details on feature extraction.

To reduce the scale variants among dimensions, the whitening processing (centralization) is conducted on the data. For visually observe the drift of the heterogeneous E-nose data, we have plotted the PCA scatter points in Fig. 4, in which the principal component projection (coefficients) is calculated on the raw clean data of batch 1, and the obtained PCA coefficients are used to compute the projected subspaces of other drifted batches. From Fig. 4, it is clear that the low-dimensional subspace distribution between batch 1 and other batches is significantly biased (inconsistent) due to drift impact over time.

Therefore, we can say that the drifted E-nose data is heterogeneous. Due to the distribution inconsistency between batch 1 (training data) and other batches (testing data), the recognition performance of the trained pattern classifier would be degraded, because it violates the basic assumption of machine learning that the training data and testing data should be with the same or similar probability distribution (i.e., independent identical distribution, i.i.d.).

To demonstrate the effectiveness of the proposed DRCA method for subspace adaptation and distribution alignment, we present the qualitative and quantitative experiments, respectively.

4.3. Qualitative result

Motivated by the PCA scatter points in Fig. 4, we provide the domain regularized principal components (PC1 vs. PC2) by using the proposed DRCA method on Fig. 4. Totally, 9 tasks with pairwise batches (batch 1 vs. batch i) (i=2, ... ,10) are implemented, respectively. For each task, the projection coefficients is nominated as $P_{ij}$ (i=2, ... , 10), then the projected subspaces of batch 1 and batch i based on $P_{ij}$ are plotted. As a result, 9 pairwise principal component scatter points plots highlighted by using dot rectangles are shown in Fig. 5. From the low-dimensional subspace by using the proposed DRCA, the distribution consistency between the drifted batch i and the clean batch 1 is improved.
It is worth noting that it may be impossible to directly calibrate the drifted sensor response due to the nonlinear dynamic behavior of sensor drift and complex sensing mechanism. Therefore, it is reasonable and necessary to handle drift compensation from the perspective of probability distribution alignment and subspace adaptation.

4.4. Quantitative result

The essential task for the proposed method is to improve the classification performance. Therefore, the classification accuracy of 6 classes on each batch is reported as evaluation metric. In comparisons, two experimental settings by following [22] are given as follows:

1) Setting 1: Take batch 1 as source domain for model training, and test on batch \( K, K=2,...,10 \) (target domains). The classification accuracy on batch \( K \) is reported.

2) Setting 2: Take batch \( K-1 \) as source domain for model training, and test on batch \( K, K=2,...,10 \) (target domains). The classification accuracy on batch \( K \) is reported.

For classification, a multi-class SVM with RBF kernel (SVM-rbf) is used as classifier. In comparisons, we compare the proposed DRCA with two baseline subspace methods such as PCA and LDA trained on source data, and eight state-of-the-art results on this benchmark dataset such as CCPA, SVM ensemble classifier, SVM-avgk, SVM-comgfk, ML-gfk, ML-comgfk, ELM-rbf, and OSC, and two representative calibration transfer methods in E-nose, such as generalized least squares weighting (GLSW) [36] and direct standardization (DS) [37], are compared.

We conducted the experiments on Setting 1 and Setting 2, respectively. The recognition results for different methods under Experimental Setting 1 are reported in Table 2, from which we observe that the proposed DRCA achieves the best classification performance. The average classification accuracy is 77.63%, which is 10% higher than the second best learning method, i.e. ML-comgfk. Moreover, for each batch, we also give the best parameters that the proposed method achieves the highest accuracy in Table 3.

Further, following the experimental Setting 2, that is, model training on batch \( K-1 \) and test on batch \( K \), and the results are reported in Table 4, and the corresponding parameters are reported in Table 5. From Table 4, we can see that the proposed DRCA performs the second best performance (74.2% in average). From the quantitative classification accuracy, the effectiveness and competitiveness of the proposed DRCA model have been clearly demonstrated. Note that a detail parameter sensitivity analysis is provided in Section 4.4.

4.5. Experiment on drift plus shift E-nose data

In this section, a more complex E-nose dataset from our lab is used. This dataset includes three parts: master data (collected 5 years ago), slave 1 data (collected now) and slave 2 data (collected now). The “complex” is represented by multiple E-nose instruments of the same type. More specifically, not only the sensor drift is implied in the data, the sensor drift caused by bad reproducibility also happens. In data acquisition, the master and two slavery E-nose systems were developed in [4]. Four TGS series sensors and two variables for ambient temperature and humidity are integrated. Therefore the dimension of features (DoF) is 6. In this dataset, six kinds of gaseous contaminants such as formaldehyde, benzene, toluene, carbon monoxide, nitrogen dioxide and ammonia are included. The detailed description of the dataset is shown in Table 6.

The PCA scatter points on the master data, slave data and slave 2 data, are shown in Fig. 6, respectively, in which we can see that the points from different classes are crossed. By implementing the
proposed DRCA method on master → slave1 and master → slave2 respectively, the results are shown in Fig. 7, from which we can observe that the cross problem of different classes is eased. This qualitatively demonstrates the positive drift adaptation effect of the DRCA.

4.6. Settings

The master data collected 5 years ago is used as source domain data (no drift). The slave 1 and slave 2 data collected after 5 years are used as target domain data (with drift and shift). Then, we conduct the experiments with two settings as follows.
Table 4
Recognition Accuracy (%) Under Experimental Setting 2.

<table>
<thead>
<tr>
<th>Batch ID</th>
<th>1 → 2</th>
<th>2 → 3</th>
<th>3 → 4</th>
<th>4 → 5</th>
<th>5 → 6</th>
<th>6 → 7</th>
<th>7 → 8</th>
<th>8 → 9</th>
<th>9 → 10</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA_W</td>
<td>82.40</td>
<td>98.87</td>
<td>83.23</td>
<td>72.59</td>
<td>36.70</td>
<td>74.98</td>
<td>58.16</td>
<td>84.04</td>
<td>30.61</td>
<td>69.06</td>
</tr>
<tr>
<td>LDA_W</td>
<td>47.27</td>
<td>46.72</td>
<td>70.81</td>
<td>85.28</td>
<td>48.87</td>
<td>75.15</td>
<td>77.21</td>
<td>62.77</td>
<td>30.25</td>
<td>60.48</td>
</tr>
<tr>
<td>SVM-raf</td>
<td>74.36</td>
<td>87.83</td>
<td>90.06</td>
<td>56.35</td>
<td>42.52</td>
<td>83.53</td>
<td>91.84</td>
<td>62.98</td>
<td>22.64</td>
<td>68.01</td>
</tr>
<tr>
<td>SVM-gf</td>
<td>72.75</td>
<td>74.02</td>
<td>77.83</td>
<td>63.91</td>
<td>70.31</td>
<td>77.59</td>
<td>78.57</td>
<td>86.23</td>
<td>15.76</td>
<td>68.56</td>
</tr>
<tr>
<td>SVM-comgf</td>
<td>74.47</td>
<td>73.75</td>
<td>78.51</td>
<td>64.26</td>
<td>69.97</td>
<td>77.69</td>
<td>82.69</td>
<td>85.53</td>
<td>17.76</td>
<td>69.40</td>
</tr>
<tr>
<td>ML-rbf</td>
<td>42.25</td>
<td>58.51</td>
<td>75.78</td>
<td>29.10</td>
<td>53.22</td>
<td>69.17</td>
<td>55.10</td>
<td>37.94</td>
<td>12.44</td>
<td>48.17</td>
</tr>
<tr>
<td>ML-comgf</td>
<td>80.25</td>
<td>98.55</td>
<td>84.89</td>
<td>89.85</td>
<td>75.53</td>
<td>91.17</td>
<td>61.22</td>
<td>95.53</td>
<td>39.56</td>
<td>79.62</td>
</tr>
<tr>
<td>ELM-rbf</td>
<td>70.63</td>
<td>40.44</td>
<td>64.16</td>
<td>64.37</td>
<td>72.70</td>
<td>80.75</td>
<td>88.20</td>
<td>67.00</td>
<td>22.00</td>
<td>63.36</td>
</tr>
<tr>
<td>GLS</td>
<td>78.38</td>
<td>97.04</td>
<td>81.99</td>
<td>73.60</td>
<td>36.57</td>
<td>74.48</td>
<td>60.54</td>
<td>81.91</td>
<td>26.31</td>
<td>67.87</td>
</tr>
<tr>
<td>DS</td>
<td>69.37</td>
<td>53.59</td>
<td>67.08</td>
<td>37.56</td>
<td>36.30</td>
<td>26.57</td>
<td>49.66</td>
<td>42.55</td>
<td>25.78</td>
<td>45.38</td>
</tr>
<tr>
<td>DRCA</td>
<td>89.15</td>
<td>98.11</td>
<td>95.03</td>
<td>69.54</td>
<td>50.87</td>
<td>78.94</td>
<td>65.99</td>
<td>84.04</td>
<td>36.31</td>
<td>74.22</td>
</tr>
</tbody>
</table>

Table 5
Parameters’ values of the DRCA Under Experimental Setting 2.

<table>
<thead>
<tr>
<th>Batch ID</th>
<th>1 → 2</th>
<th>2 → 3</th>
<th>3 → 4</th>
<th>4 → 5</th>
<th>5 → 6</th>
<th>6 → 7</th>
<th>7 → 8</th>
<th>8 → 9</th>
<th>9 → 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0.008</td>
<td>1</td>
<td>0.1</td>
<td>0.001</td>
<td>0.01</td>
<td>10000</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
</tr>
<tr>
<td>d</td>
<td>30</td>
<td>84</td>
<td>61</td>
<td>8</td>
<td>110</td>
<td>109</td>
<td>15</td>
<td>88</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 6
Data Description of The Complex E-nose Data.

<table>
<thead>
<tr>
<th>E-nose System</th>
<th>DoF</th>
<th>Formaldehyde</th>
<th>Benzene</th>
<th>Toluene</th>
<th>Carbon monoxide</th>
<th>Nitrogen dioxide</th>
<th>Ammonia</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Master (no drift)</td>
<td>6</td>
<td>126</td>
<td>72</td>
<td>66</td>
<td>58</td>
<td>38</td>
<td>60</td>
<td>420</td>
</tr>
<tr>
<td>Slave 1 (drift + shift)</td>
<td>6</td>
<td>108</td>
<td>108</td>
<td>106</td>
<td>98</td>
<td>107</td>
<td>81</td>
<td>608</td>
</tr>
<tr>
<td>Slave 2 (drift + shift)</td>
<td>6</td>
<td>108</td>
<td>87</td>
<td>94</td>
<td>95</td>
<td>108</td>
<td>84</td>
<td>576</td>
</tr>
</tbody>
</table>

Fig. 6. The PCA scatter points of the master, slave 1 and slave 2 data, respectively.

Fig. 7. The scatter points by using DRCA from master → slave 1 (red dot) and master → slave 2 (blue dot). Note that the analytes from class 1 to class 6 are toluene, benzene, ammonia, carbon monoxide, nitrogen dioxide, and formaldehyde, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
Results

In this section, the average recognition accuracy of the six kinds of gases is reported. For each setting, two tasks including master → slave1 and master → slave2 are conducted. By following setting 1 (with shift calibration), the experimental results of the proposed DRCA method are presented in Table 7, in which the SVM, PCA, LDA and two representative calibration transfer methods in E-nose, such as generalized least squares weighting (GLSW) [35] and direct standardization (DS) [36] are compared. From the results, we can observe that the proposed method achieves the best recognition accuracies on two slaves, with 10% improvements. This demonstrates that the proposed DRCA can effectively address the long-term drift problem (5 years).

Further, to verify the proposed method for drift plus shift adaptation, the experimental results by following setting 2 are presented in Table 8. We can observe that the proposed DRCA still outperforms other methods. Additionally, by comparing the results between Table 7 and 8, we get that the proposed method can well issue the sensor shift. Therefore, we confirm that the proposed method is effective in handling heterogeneous E-nose data caused by both drift and shift.

4.8 Parameter sensitivity analysis

In the proposed DRCA model, there are two parameters: the dimension $d$ and regularization coefficient $\lambda$. To observe the performance variations in tuning the two parameters, we tune from the parameter set $d=\{2^k, k=0,1,2,3,4,5,6,7\}$ and $\lambda=\{10^k, k=-3,-2,-1,0,1,2,3,4\}$. We select the benchmark sensor drift dataset for
experiments. When tune the parameter \( \lambda \), the value of \( d \) is fixed, and vice versa. The tuning results are shown in Fig. 8, which can help us quickly determine the range of the optimal parameters.

4.9. Discussion

The proposed DRCA method, from the viewpoint of machine learning, is a cross-domain subspace learning technique. The so-called “cross-domain” denotes the cross-system from master to slave in E-nose topic. The advantage of DRCA is that a common subspace can be learned for source domain (master) and target domain (slave), such that the drift information implied in target domain is eliminated in this common subspace. That is, in this common subspace, the master and slave share similar class information, which greatly helps the classification without drift blur. There is also a limitation that the proposed DRCA is essentially a linear technique, by transformation via a projection \( P \), which may not seriously guarantee the “drift-less” property. Therefore, our future improvement may be the nonlinear subspace learning by considering the kernel technique. Additionally, the proposed DRCA can be easily implemented in on-line manner. Specifically, the focus of DRCA is the learning of \( P \) based on source (master) and target (slave) dataset. In on-line application, the target dataset may be time-varying, therefore, the time interval may be defined by users, for updating the projection \( P \).

5. Conclusion

In this paper, we propose a domain regularized component analysis (DRCA) model for heterogeneous E-nose application. Drift is often publicly recognized as an ill-posed problem due to the uncertainty and unpredictability of its degeneration behavior. Therefore, machine learning may be a powerful solution for drift adaptation. The proposed DRCA method is motivated by transfer learning, and the difference of probability distribution between source data and target data incurs the failure of machine learning in data mining. For learning a common subspace for heterogeneous data, an intuitive idea by regularizing the target domain and minimizing the mean distribution discrepancy (MDD) based domain distance is proposed. Motivated by PCA and the proposed idea, a DRCA model is formulated. The optimization algorithm of the proposed DRCA is also induced. Experiments on synthetic dataset, benchmark sensor drift dataset and sensor drift plus shift dataset demonstrate that the proposed DRCA method outperforms several state-of-the-arts methods.
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