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a b s t r a c t 

Facial beauty analysis has been an emerging subject of multimedia and biometrics. This paper aims at 

exploring the essence of facial beauty from the viewpoint of geometric characteristic toward an interac- 

tive attractiveness assessment (IAA) application. As a result, a geometric facial beauty analysis method 

is proposed from the perspective of machine learning. Due to the troublesome and subjective beauty la- 

beling, the accurately labeled data scarcity is caused, and result in very few labeled data. Additionally, 

facial beauty is related to several typical features such as texture, color, etc., which, however, can be eas- 

ily deformed by make-up . For addressing these issues, a semi-supervised facial beauty analysis framework 

that is characterized by feeding geometric feature into the intelligent attractiveness assessment system is 

proposed. For experimental study, we have established a geometric facial beauty (GFB) dataset including 

Asian male and female faces. Moreover, an existing multi-modal beauty (M 

2 B) database including west- 

ern and eastern female faces is also tested. Experiments demonstrate the effectiveness of the proposed 

method. Some new perspectives on the essence of beauty and the topic of facial aesthetic are revealed. 

The impact of this work lies in that it will attract more researchers in related areas for beauty exploration 

by using intelligent algorithms. Also, the significance lies in that it should well promote the diversity of 

expert and intelligent systems in addressing such challenging facial aesthetic perception and rating issue. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Facial beauty is an everlasting topic of human society. Beauty

perception has been studied for years, but scientists have not yet

reached consensus on which factors are dominant in the percep-

tion and evaluation of facial attractiveness. In ancient times, re-

searchers had discovered several rules for human beauty. For ex-

ample, ancient Chinese and Greek scholars have proposed a set

of general rules for beauty assessment by measuring the vertical

and horizontal distances between organs on the faces and their ra-

tios between these distances. They believe that the attractive hu-

man faces may follow the beauty and harmony rules in nature (e.g.

golden ratio). 

In modern times, facial beauty has been thoroughly studied and

can be divided into several different approaches. One approach is

to follow the rules of ancient scholars with more methodologies.
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 typical example is the Marquardt beauty analysis ( http://www.

eautyanalysis.com ) in which a golden decagon matrix is con-

tructed based on the traditional golden ratio. Marquardt beauty

nalysis is used as the geometric "source code" in producing a

tandard human face mask for facial beauty where the positions

f each facial organs are well defined. The mask is also viewed as

 perfect mask. The matching degree between a human face and

he mask can be defined as the facial beauty score. 

Evidences showed that many attractive faces, regardless of

aces, cultures and times, could match the mask fairly well. Sim-

lar work was also described in Jefferson (2004 ). Another approach

n facial beauty studies was introduced by psychology and social

cientists, who study the human’s perception on facial beauty. In

heir research, several facial images were first collected and used

o generate several simulated images. The raw and simulated im-

ges would be shown to several raters for a psychology experi-

ent, and then the raters’ perceptions about all images were col-

ected and analyzed. Several interesting phenomena have been dis-

overed in these experiments. For example, the average face of the

hole set of faces is always considered to be more attractive than

ost of all individual faces ( Langlois & Roggman, 1990 ), but may

ot be the most attractive face since the average face of a set of

http://dx.doi.org/10.1016/j.eswa.2017.04.021
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Fig. 1. One example of geometric landmark representation. 
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ttractive faces is recognized to be more attractive than the aver-

ge face of the whole set ( Perrett, May, & Yoshikawa, 1994 ). Be-

ond the average face hypothesis, human perception on symmet-

ical faces ( Perrett, Burt, Penton-Voak, Lee, Rowland, & Edwards,

999; Rhodes, Proffitt, Grady, & Sumich, 1998; Swaddle & Cuthill,

995 ) and other facial features ( Johnston & Franklin, 1993; Penton-

oak et al., 2001; Slater, Rosenblatt, Penton-Voak, & Perrett, 2001 )

ave also been studied. 

With the rapid development of pattern analysis and machine

earning techniques, computer aided approaches for beauty anal-

sis are emerging in recent years which have brought several

irtues. First , it gives us much more opportunity to construct large

ata sets with thousands of facial images ( Davis & Lazebnik, 2008;

hang, Zhao, & Chen, 2011 ; Gray et al., 2010 ) and discover new

atterns relevant to beauty perception. Second , automatic pattern

nalysis techniques make it easier to discover implicit rules and

nowledge in beauty. For example, feature selection techniques

ake us understand what kinds of features contribute more for at-

ractive faces ( Altwaijry & Belongie, 2013; Chang and Chou, 2009 ),

nd the mapping from facial features to beauty scores can ex-

lain how beauty perception varies with the change of facial ap-

earance ( Davis & Lazebnik, 2008 ). Third , automatic machines have

een invented to predict the beauty score of a face ( Kagian, Dror,

eyvand, Cohen-Or, & Ruppin, 2007 ) and beautify a facial image

 Leyvand, Cohen-Or, Dror, & Lischinski, 2008 ), which is valuable for

pplication in plastic surgery as well as other applications such as

omputer assisted beauty search of partners ( Whitehill & Movel-

an, 2008 ), animation, advertising, computer games, video con-

erencing ( Gunes, 2011 ), etc. Pattern analysis and machine learn-

ng based techniques, such as neural networks, support vector

achines, K-nearest neighbor, linear regression, Ada-boost algo-

ithms, and principal component analysis, have been proven to

e promised supervised and unsupervised approaches for beauty

nalysis and application ( Aarabi, Hughes, Mohajer, & Emami, 2001;

ottino & Laurentini, 2010; Eisenthal & Dror, 2006; Gray, Yu, Xu, &

ong, 2010; Mu, 2013; Suti ́c, Rreškovi ́c, Hui ́c, & Juki ́c, 2010 ). 

Motivated by pattern analysis based approaches, this paper

ims to make specialized investigation on the nature of facial

eauty based on the geometric feature instead of facial texture

nd skin based features that may change with human aging and

ake up. For beauty perception of facial images, beauty analysis is

andled as a regularized regression problem. The beauty model is

efined as a beauty score function that maps a facial image into

 score representing how attractive the face is. To fully explore

he contribution of geometric feature in facial beauty, we focus

n the geometric features (i.e. facial shape) such that the beauty

core function can be modeled easily. This choice is made with

onsideration that the geometric features are essential and invari-

ble, and closely related with facial beauty, while other features

ike texture, skin and hair color are easy to be changed by general

akeup. Since the geometric features cannot represent the whole

nformation of a face and the raters’ decision on the attractive-

ess of a face may also be disturbed by those easily changed fa-

ial features (e.g. skin), thus constructing a computational beauty

odel directly on the geometric features is not suitable. To solve

he problem, we define the geometric beauty score as the supre-

um of the all faces’ beauty scores under the given geometric fea-

ure and other possible features. To learn the proposed geomet-

ic beauty score function, a Hessian energy based semi-supervised

anifold weighted regression is presented in this paper. Addition-

lly, a database of Chinese faces for facial beauty analysis has been

stablished. 

The contributions of this paper can be summarized as follows: 

• This paper proposes a novel definition of facial beauty score

function for studying facial attractiveness based on geometric
feature, which reveals the fundamental cues of facial beauty,

and avoids the impact of texture, skin, etc. 
• A Hessian semi-supervised geometric beauty framework with

random projection is proposed for modeling facial beauty score

function, such that the attractiveness of a large number of real-

world unlabeled faces can be automatically analyzed by the

proposed method, which is labor free. 
• The proposed work is less laborious due to that the labeling

process of facial beauty score is unnecessary in training phase.

For modeling, the attractive faces are of movie stars from In-

ternet and the unattractive faces are generated by an existing

deformation algorithm, while the real-world faces keeps unla-

beled. 
• Extensive experiments on two facial beauty databases are im-

plemented for revealing the essence of beauty under the guide

of geometric characteristics. 

The paper is organized as follows. In Section 2 , the related

orks closely associated with this paper are presented. The pro-

osed definition of facial beauty score function, the geometric

eauty analysis framework, and the final algorithm for the pro-

osed framework are described in Section 3 . The established facial

eauty dataset and the experiments including facial beauty model-

ng, testing and raters’ verification are presented in Section 4 . The

xperiment on an existing multi-modal facial beauty database is

urther studied for better evidence in Section 5 . A discussion on

he topic of facial beauty in terms of pros and cons is presented in

ection 6 . Finally, Section 7 concludes this paper. 

. Related work 

.1. Facial geometric representation 

Geometric features are the most vital information of human

eauty, which involve the distance between organs, the shape of

ace and organs, and so on. The complete geometric information of

 face can be represented by a 3-D surface model. However, due

o the complexity and difficulty to construct a 3-D face model, 2-D

andmark features are used to characterize the geometric informa-

ion of faces. Given a face image, the 2-D landmark features can

e extracted by detecting the face region using Ada-boost or neu-

al network based methods ( Rowley & Baluja, 1998; Viola, 2004 )

rst and then applying the ASM model ( Cootes, 1995 ) to extract

he n landmark points of the face in the detected region. 

The coordinates {( x 1 , y 1 ), ( x 2 , y 2 ), ���, ( x 68 , y 68 )} of these land-

ark points can be used as the geometric feature of the face. For

isualization, we present an example of a facial image and the ge-

metric landmark coordinates in Fig. 1 (a) and (b) which shows 68

andmark points as Zhang et al. (2011 ), respectively. However, the

eometric feature simply uses the landmark coordinates which is

efined in a coordinate system on the original image, thus the
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original geometric landmark features are sensitive to transforma-

tion of translation, rotation and scaling, and the original features

must be pre-processed for invariance of such transformation. In

previous work, Zhang et al. (2011) proposed a geometric feature

space of human faces which is invariant with such transformation.

Thus, for face alignment, the transformation of translation, scal-

ing, rotation (Section 2.3 and 2.4 in Zhang et al., 2011 ) for differ-

ent faces is used in this paper. Suppose G = ( x 1 , y 1 , · · · , x 68 , y 68 ) 
T 

to be the geometric feature vector on a face formed by x - and

y- coordinates of the landmarks. For translation invariant, we sub-

tract from x- and y- coordinates by the average values of all land-

mark points, as ˜ x i = x i − 1 / 68 · ∑ 68 
i =1 x i and ˜ y i = y i − 1 / 68 · ∑ 68 

i =1 y i .

Then, the center of the landmarks is moved to the origin of the

coordinate system. For scale invariance, we first normalize the

geometric feature vector to unit length by dividing its compo-

nents with its norm such that ‖ g ‖ = 

√ ∑ 136 
i=1 g 

2 
i 

= 1 . With such

normalization, each face is mapped to a point in the follow-

ing space S G = { g | g ∈ R 

136 , 
∑ 68 

i =1 g 2 i −1 = 0 , 
∑ 68 

i =1 g 2 i = 0 , ‖ g ‖ = 1 }
( Zhang et al., 2011 ), which a 136 dimensional unit hypersphere.

However, not all points in S G are used to form a valid face shape,

thus human face space is a sub-region of S G , which can be termed

as a nonlinear manifold. Furthermore, since the positions of organs

in human faces are naturally regular, there is intrinsic low dimen-

sional structure embedded in the geometric feature space. So, in

this paper, we would like to build the beauty model on the basis

of nonlinear geometric feature manifold. 

For making representation of faces invariant to rotation, a ro-

tation transformation R is applied on the landmarks of one face

g 1 such that it has the minimum Euclidean distance to the other

face shape g 2 . Mathematically, the optimal rotation R 

∗ between

g 1 and g 2 can be obtained by solving the following optimization

R 

∗ = arg min R ‖ ̃ g 1 − g 2 ‖ 2 , in which ˜ g 1 = R ◦ g 1 denotes the result

after rotation of g 1 . Interested readers can refer to Zhang et al.

(2011 ) for specific solution of the optimization. 

2.2. Supervised facial beauty model 

Given a facial image Z , its beauty perception b of a person P

is defined as a function b = f ( Z, P ) , where f is a beauty score func-

tion. Actually, we are always concerning the general beauty percep-

tion of Z over a population Q , thus we aim to learn the expectation

of b over all people in Q , defined by 

b Q ( Z ) = E P∈ Q [ f ( Z, P ) ] (1)

Generally, it is impossible to collect beauty perception of all

people in a large population, therefore b Q (Z) can be estimated

by averaging the beauty perception of randomly selected N P 

raters { P 1 , P 2 . . . , P N P } as follow 

˜ b Q ( Z ) = 

1 

N P 

N P ∑ 

i =1 

f ( Z, P i ) (2)

Note that b Q (Z) and 

˜ b Q (Z) can also be represented

by b Q ( G , T , X ) and 

˜ b Q ( G , T , X ) , respectively, where G, T and X

denote the geometric, texture and other features. 

Beauty analysis is to study a beauty score function h Q (Z) which

can approximate ˜ b Q (Z) very well for a face Z . As a result, h Q (Z)

can be learned from a finite set { Z 1 , Z 2 , . . . , Z N s } of N S uniformly

selected faces by solving the following minimization problem 

min 

1 

N s 

N s ∑ 

i =1 

[
h Q ( Z i ) − ˜ b Q ( Z i ) 

]2 + λ�( h Q ) (3)

where � denotes the regularizer imposed on h Q . 

It is worth noting that our definition on beauty perception is

restricted on a population Q . For different population, the beauty
erception may be different. For example, let Q 0 denote the pop-

lation of all people on the earth, Q 1 denote the population of

astern people and Q 2 denote the population of western peo-

le, then b Q 0 (Z) , b Q 1 (Z) and b Q 2 (Z) may be different. However, re-

earchers have confirmed that the beauty perception functions are

ighly correlated, and even consistent for very unattractive and

ery attractive faces. 

For modeling the beauty score, we only consider binary beauty

erception of a person in this paper, i.e. most attractive and most

nattractive, because it is difficult to define multiple beauty lev-

ls accurately as beauty is an ill-defined concept and beauty per-

eption is person specific. It is reliable to treat beauty as a binary

erception issue for facial beauty analysis. That is, b = f ( Z, P ) is a

inary function with b = 1 if a person P recognizes a face Z to be

ttractive, and b = −1 otherwise. Thus, if most of the persons re-

ard Z as attractive, b Q (Z) is close to 1; on the contrary, if most

f the persons regard Z as unattractive, b Q (Z) is close to −1. Note

hat the binary definition does not mean that facial beauty analysis

s a classification problem, instead, the principal task in this work

s for facial beauty score regression and ranking. It can be under-

tood that for a pair of unattractive facial images, the beauty score

an be obtained by regression model, while only b = −1 is obtained

fter classification and the ranking cannot be achieved. 

.3. Facial attractiveness assessment 

As mentioned in Introduction, the facial attractiveness assess-

ent methods can be divided into three categories: ancient Chi-

ese and Greek scholars based approaches, psychology and so-

ial scientists based approaches, and pattern analysis based ap-

roaches. In this paper, the proposed method is following the route

f pattern analysis and machine learning. Therefore, a rigorous

nvestigation on the existing pattern analysis based methods in

erms of the feature extraction, machine learning strategy, human

atings, Internet labeling and generative labeling has been summa-

ized in Table 1 , for clarity. From the table, we observe that all

ther methods are supervised with human ratings as labels. Differ-

nt from those previous methods, our method is semi-supervised.

dditionally, the cost-ineffective and laborious human ratings are

ot necessary by leveraging a number of public Internet labeled

Most attractive” faces and our generated labeled “Most unattrac-

ive” faces. 

. Proposed geometric beauty analysis framework 

.1. Geometric beauty analysis 

It is known that facial attractiveness depends on many factors

f human faces. Three kinds of major features of a face Z are geom-

try feature g , texture feature t and other feature x like skin color.

o, a face y can be represented as Z = 〈 g Z , t Z , x Z 〉 . Most of the cur-

ent research focus on the geometric feature and texture feature.

t is valuable to evaluate the contribution of these two types of

eatures on the facial beauty quantitatively and independently. In

his paper, we focus on the geometric features that are essential

or facial beauty and have not been fully explored. 

The geometric feature based beauty analysis is to find the con-

ribution of the geometric shape to the beauty of faces. We define

he beauty score function of geometric feature set G of faces Q as

 Q ( G ) = sup b Q ( G , T , X ) (4)

here symbol “sup” denotes the supremum of facial beauty score

ith geometric feature G , texture features T and other features X .

o learn b Q (G ) from beauty perceptions on a set of faces, we need

o know the human’s perception on facial geometric features, we
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Table 1 

Comparisons of the existing pattern analysis and machine learning based approaches. 

Methods Geometric Appearance Machine Human Internet Generative 

feature feature learning ratings labeling labeling 

Gray et al., 2010 No Yes Supervised Yes No No 

Eisenthal and Dror, 2006 Yes Yes Supervised Yes No No 

Aarabi et al., 2001 Yes No Supervised Yes No No 

Kagian et al., 2007 Yes Yes Supervised Yes No No 

Mu, 2013 Yes Yes Supervised Yes No No 

Suti ́c et al., 2010 Yes No Supervised Yes No No 

Ours Yes No Semi-supervised No Yes Yes 
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˜ 
 Q ( G i ) = max 

j,k 

˜ b Q 
(
G i , T j , X k 

)
(5) 

In this work, we define ˜ b Q ( G i ) for only two specific types of

aces: 

• Most attractive faces : for the i th attractive face Z i , ∃ T i , X i ,
˜ b Q ( G i , T i , X i ) = 1, so ˜ b Q ( G i ) = 1; 

• Most geometrically unattractive faces : for such faces, the geomet-

ric property severely violates the common beauty rules, so that

there are no other features that can make such faces look at-

tractive. So, ∀ T, X , ˜ b Q ( G i , T , X ) = −1 and 

˜ b Q ( G i ) = −1. 

Since the amount of most attractive faces is relatively small,

nd there may be huge gap between the number of the most at-

ractive faces and the most unattractive faces, it is very necessary

o incorporate the unlabeled faces (i.e. those faces that are con-

roversial in beauty assessment ) into the geometric beauty model

y leveraging the geometric prior knowledge of these unlabeled

aces. Therefore, the facial beauty assessment system can be guar-

nteed to be more robust. Therefore, a semi-supervised regression

odel is more suitable to learn the geometric beauty score func-

ion b Q (G ) : 

in 

1 

N l 

∑ N l 

i =1 

[
b Q ( G i ) − ˜ b Q ( G i ) 

]2 + λ1 �( b Q ) + λ2 R ( b Q ) (6) 

here N l is the number of faces whose ˜ b Q ( G i ) is known; R ( b Q )

enalizes the complexity of b Q in the functional space, �( b Q )

eflects the intrinsic geometric information of the facial mani-

old, λ1 and λ2 are the regularization parameters. With the semi-

upervised regression problem proposed, the b Q (G ) of those faces

ith moderate beauty can be predicted. 

.2. Hessian regularization 

Belkin, Niyogi, and Sindhwani (2006) proposed a general Lapla-

ian regularized manifold regression, which seeks an optimal func-

ion f by minimizing the following objective function ( Belkin et al.,

006 ). 

 g = 

l ∑ 

i =1 

L ( y i , f ( Z i , w ) ) + γA ‖ f ‖ 

2 
F + γI ‖ f ‖ 

2 
I (7)

here L ( ·) denotes the loss function, y i represents the beauty score

.r.t. the input Z i , f ( Z , w ) denotes the learning function f with pa-

ameter w , ‖ f ‖ 2 F penalizes the complexity of f in the functional

pace, ‖ f ‖ 2 
I 

reflects the intrinsic geometric information of the

arginal distribution p (Z), γ A and γ I are the regularization param-

ters. 

In the above framework, ‖ f ‖ I plays a vital role. Belkin et al.

2006) proposed a Laplacian operator shown as 

 f ‖ 

2 
I = 

∫ 
M 

‖ ∇ f ‖ 

2 dV ( Z ) (8)
here ∇ is the Laplacian operator. The Laplacian operator is mean-

ngful and effective in classification tasks. However, there are lim-

tations in regression tasks due to that the null space of Laplacian

perator contains only constant functions in which the learning

unction is not penalized. Thus, the operator will produce bias to-

ard the constant function, and even when there exist functions

hat can produce isometric output along geodesic curves on mani-

olds ( Kim, Steinke, & Hein, 2009 ). This means that the relationship

etween data points may not be thoroughly explored by the Lapla-

ian method. To solve the problem, Kim et al. (2009) proposed a

essian energy regularizer for semi-supervised regression which

an be represented in the following form. 

 f ‖ 

2 
I = 

∫ 
M 

‖ ∇ a ∇ b f ‖ 

2 
T ∗

Z 
M�T ∗

Z 
M 

dV ( Z ) (9)

here ∇ a ∇ b f is the second covariant derivative of f, dV ( Z ) is the

atural volume element, and T ∗
Z 

M denotes a local tangent space of

ata point x on the data sub-manifold M . 

The details of the Hessian energy regularizer can be found in

teinke and Hein (2009 ). It shows that the null space of the Hes-

ian energy regularizer contains functions that vary linearly with

he geodesic distance. For a real-valued regression problem, a nor-

al coordinate system is built on the manifold, and the term in

essian energy regularizer can be computed as 

 ∇ a ∇ b f ‖ 

2 
T ∗

Z 
M�T ∗

Z 
M 

= 

m ∑ 

r, s =1 

(
∂ 2 f 

∂ Z r ∂ Z s 
| p 

)2 

(10) 

here the right part of above equation can be computed by ap-

roximation. 

∂ 2 f 

∂ Z r ∂ Z s 
| Z i ≈

∑ 

j 

H 

r,s 
i, j 

f 
(
Z j 

)
(11) 

here H is an operator and Z j denotes the data point in the neigh-

orhood of Z i . The approximation is valid because in the neigh-

orhood of Z i , f can be estimated by the second order Taylor ex-

ansion, in which the coefficients of the second order terms corre-

pond to the elements of the Hessian matrix at Z i . Since the Taylor

xpansion is a least square regression problem, the coefficients can

e used for the linear combination of f ( Z i ) and f ( Z j ) so that the

bove approximation is reasonable and H 

r,s 
i, j 

can be computed as

tated. Finally, the Hessian energy regularizer can be approximated

sing all points Z i in the form of 

 

f ‖ 

2 
I = 〈 f, � · f 〉 (12) 

here � is a matrix computed from all H 

r,s 
i, j 

and f i = f ( Z i ). 

Note that there are two parameters K and D in calculating the

essian energy matrix �, where PCA is performed on the space

 K ( Z i ) formed by K nearest neighbors of data point Z i , and the

 leading eigenvectors correspond to an orthogonal basis of the

ocal tangent space T ∗
Z 

M. The total energy estimation is the sum-

ation from all points. As shown in Kim et al. (2009 ), the Hes-

ian regression method obtains better performance than that of

aplacian method and kernel ridge regression method in various

pplications. 



256 L. Zhang et al. / Expert Systems With Applications 82 (2017) 252–265 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1 HSSL for semi-supervised human beauty analysis. 

Input: 

The training data Z = [ Z l , Z u ] , where Z l and Z u are the labeled and unlabeled 

landmark sets; 

Parameters K, D, λ and μ. 

Output: W and b . 

Procedure: 

1. W ← 0; b ← 0; 

2. Compute U ; 

3. Construct Hessian graph �; 

4. Initial F using (15) ; 

5. Randomly generate feature mapping matrix P and B ; 

6. Calculate the nonlinear mapping H = sigmoid ( Z P T + B ) ; 

7. while not converge do 

Calculate W and b using (17) and (18) ; 

Update F using (19) ; 

Until converge; 

end 
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3.3. Hessian semi-supervised learning with random projection 

Facial attractiveness assessment depends on the raters’ evalua-

tion which is person specific, so that the beauty score of one given

face may be ambiguous sometimes. Additionally, evaluation on a

large number of faces by raters for facial beauty scores (i.e. ground

truth or labels) is very tedious and cost ineffective, so we recog-

nize facial beauty analysis as a semi-supervised task in our work

by leveraging Internet labeled faces (most attractive) and generated

faces (most unattractive). Therefore, we propose a Hessian semi-

supervised learning model, which is nominated as HSSL for mod-

eling geometric facial beauty score in this paper. 

In terms of regularized least square regression and the Hes-

sian energy regularizer that shows better extrapolation capabil-

ity, our proposed HSSL aims to solve the following optimization

problem. 

min 

W ,b, F 

∥∥HW + 

�
 1 n b − F 

∥∥2 

2 
+ μ‖ 

W ‖ 

2 
2 + Tr ( F − Y ) 

T U ( F − Y ) 

+ λTr 
(
F T �F 

)
(13)

where H ∈ � 

n × L denotes the nonlinearly transformed geometric

feature calculated as H = sigmoid ( Z P 

T + B ) , Z ∈ � 

n × d denotes the

landmark feature, P ∈ � 

L × d denotes the randomly generated ma-

trix, B ∈ � 

L is the randomly generated bias vector, F ∈ � 

n de-

notes the predicted score vector, Y ∈ R n denotes the ground truth

score vector, W ∈ � 

L denotes the prediction parameter, b is bias of

model, � 1 n denotes a n -dimensional full one vector, n is the number

of training samples, � denotes the Hessian graph, and U is a diag-

onal matrix with the i th entry defined as a very large value (e.g.

10 6 ) if the i th sample is labeled, and 1 otherwise, which can make

the predicted labels F consistent with the ground truth label Y as

well as possible. Note that random projection has been success-

fully used in extreme learning machine (ELM) ( Huang, Zhou, Ding,

& Zhang, 2012; Huang, Zhu, & Siew, 2006 ) and its variants ( Zhang

& Zhang, 2015, 2016, 2017 ). 

To solve the minimization model (13) , three steps are included.

First, initialize F by setting the derivative of the following objective

function w.r.t. F to be 0, 

min 

F 
Tr ( F − Y ) 

T U ( F − Y ) + λTr 
(
F T �F 

)
(14)

Then the initial value of F can be obtained as 

F = ( U + λ�) 
−1 

UY (15)

Second, compute W and b while fixing F by setting the deriva-

tive of the following objective function w.r.t. W and b to be 0, re-

spectively, 

min 

W ,b 

∥∥HW + 

�
 1 n b − F 

∥∥2 

2 
+ μ‖ 

W ‖ 

2 
2 (16)

Then one can easily obtain the solutions of W and b as 

W = 

(
H 

T H + μI d 
)−1 (

H 

T F − H 

T �
 1 n b 

)
(17)

b = 

1 

n 

(
�
 1 

T 
n F − �

 1 

T 
n HW 

)
(18)

where I d denotes a d -dimensional identity matrix. 

Third, calculate F while fixing W and b by setting the derivative

of (13) w.r.t. F to be 0, we obtain 

F = ( I n + U + λ�) 
−1 

(
HW + 

�
 1 n b + UY 

)
(19)

where I d denotes a n -dimensional identity matrix. 

Consequently, an efficient variable alternative optimization al-

gorithm for semi-supervised geometric beauty analysis is proposed

in Algorithm 1 . 
.4. Computational complexity 

We briefly analyze the computational complexity of the HSSL

nvolving T iterations. Before stepping into the learning phase, the

omplexity of computing the Hessian matrices is O ( n 3 ). In learn-

ng, each iteration involves two update steps with matrix multi-

lication and inverse operation, and the complexity in T iterations

s O ( n 3 T ). Hence, the computational complexity of our method is

 ( n 3 ) + O ( n 3 T ). Note that the Hessian matrices are not involved dur-

ng iterations and therefore the computational complexity of com-

uting Laplacian matrix is O ( n 3 ). 

.5. Remarks on the convergence 

In general, the proposed HSSL is non-convex with respect to the

hree variables F, W and b . However, it is conditionally convex with

espect to each of them, with the other two variables fixed. There-

ore, the convergence of HSSL can be guaranteed by using the al-

ernative optimization Algorithm 1 . Specifically, for demonstrating

he convergence of HSSL, one lemma is provided. 

emma 1. For alternative optimization, when update one variable

ith other variables fixed, it will not increase the objective function

alue J(F, W,b). Three claims with short proofs are given as follows 

laim 1. J( W 

(t) , b (t) , F (t) ) ≥ J( W 

( t+1 ) , b (t) , F (t) ) 

roof. When fix b ( t ) , F ( t ) and update W 

( t+1 ) , the objective function

s convex w.r.t. W . By setting the derivative of the objective func-

ion (16) w.r.t. W to be 0, then it is clear that the expression of

laim 1 holds. 

laim 2. J( W 

( t+1 ) , b (t) , F (t) ) ≥ J( W 

( t+1 ) , b ( t+1 ) , F (t) ) 

roof. Similar to the proof of Claim 1 , the objective function be-

omes convex w.r.t. b when fix W 

( t+1 ) , F ( t ) and update b ( t+1 ) . Then,

laim 2 is proven. 

laim 3. J( W 

( t+1 ) , b ( t+1 ) , F (t) ) ≥ J( W 

( t+1 ) , b ( t+1 ) , F ( t+1 ) ) 

roof. When W 

( t+1 ) , b ( t+1 ) are fixed, and update F ( t ) , the opti-

ization problem becomes (14) which is convex w.r.t. F . By set-

ing the derivative of the objective function (14) w.r.t. F to be 0, its

olution in (15) makes Claim 3 hold. 

With the provided three claims discussed above, we can obtain

he following inequality 
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Table 2 

Experimental data sets for facial beauty analysis. 

Gender Labeled Unlabeled Total 

Attractive Unattractive 

Male 195 2005 2705 (787) 4905 

Female 191 1869 2450 (711) 4510 
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(
W 

( t ) , b ( t ) , F ( t ) 
)

≥ J 
(
W 

( t+1 ) , b ( t ) , F ( t ) 
)

≥ J 
(
W 

( t+1 ) , b ( t+1 ) , F ( t ) 
)

≥ J 
(
W 

( t+1 ) , b ( t+1 ) , F ( t+1 ) 
)

It clearly shows that J( W 

(t) , b (t) , F (t) ) ≥ J( W 

( t+1 ) , b ( t+1 ) , F ( t+1 ) ) ,

nd the convergence is demonstrated. 

. Experiments on the proposed dataset 

.1. Our established dataset 

In this section, we present a facial beauty study based on our

stablished geometric facial beauty dataset (GFB), which consists

f three parts. 

First, the human faces in Shanghai database from China are

sed for real-world beauty analysis. In order to study the geomet-

ic beauty scores on a set of randomly selected faces, 711 female

nd 787 male faces are randomly selected as unlabeled samples

hose geometric beauty scores would be studied in this paper. 

Second, for learning the proposed geometric facial beauty

odel, we have also established labeled attractive faces. To find

he attractive faces recognized by public, we have collected a list

f artists including more than 10 0 0 famous attractive actors and

ctresses in Eastern Asia from the Internet. For each actor or ac-

ress, we try to find those faces of a frontal facial image without

bvious expression, poses variations and ages for beauty analysis,

nd those persons without shown frontal face will be automati-

ally neglected. There are also some cases that a person is recog-

ized to be attractive because of his excellent personal skills and

opularity other than their real facial beauty, thus we invite raters

o judge whether such a face is a ) attractive, b ) just common, or

 ) unattractive. Totally, 195 male faces and 191 female faces that

re regarded as the Internet labeled attractive faces are obtained

n this work. 

Third, the labeled unattractive faces are then established. In

his paper, considering the ethics, it is not suitable to label a face

nattractive simply. Therefore, by following the principle of the

sychology and social scientists in beauty analysis area, we have

sed the simulated faces on the real facial image as our unattrac-

ive faces. This strategy also complies with our pursuit on the com-

on beauty perception study. The simulated unattractive dataset

an be recognized accurately without ambiguous perception, such

hat the person-specific beauty perception issue can be omitted.

n this way, a labor free facial beauty analysis method by using

emi-supervised learning is proposed. Specifically, the geometri-

ally unattractive faces are generated using MLSD face deformation

nd simulation method ( Levin, 1998; Schaefer, McPhail, & Warren,

006 ). The deformation is motivated by the findings that most

aces will become more and more unattractive when moving far

way from the average face ( Zhang et al., 2011 ). In generation of

nattractive faces, the unlabeled Shanghai dataset in the first part

nd the labeled attractive faces in the second part are used as ref-

rences. For each face F in Shanghai dataset and attractive faces

ataset, we generate four simulation faces { F n , n = 1 , 2 , 3 , 4} by

riving it far away from the average face. 

 n = F + n · d · F − F A 
‖ F − F A ‖ 2 

(20)

here F A is the average face of Shanghai database, d is the aver-

ge distance between samples and their nearest neighbors. With

his approach, 4 simulated faces of each face are generated. The

imulated faces with n = 3 and 4 obviously violate basic geometric

eauty rules so that they are automatically labeled as geometri-

ally unattractive faces. For those simulated faces generated using

 = 1, 2, we randomly select a subset of faces and invite raters to

elect faces that obviously violates basic geometric beauty rules.
otally 65 female and 41 male faces were selected and manually

abeled them as geometrically unattractive faces. Then, the remain-

ng simulated faces with n = 1 and 2 were automatically defined as

nlabeled faces in experiments. 

In summary, the GFB dataset established in this paper is illus-

rated in Table 2 . Note that the numbers in the brackets denote the

umber of Shanghai faces. Further, in order to easily understand

he proposed dataset, we have provided the detailed description

f the established dataset in Fig. 2 which shows the composition

f attractive faces, unattractive faces and unlabeled faces, respec-

ively. Several facial examples in the GFB dataset including attrac-

ive female and male faces, unattractive female and male faces, and

hanghai female and male faces are illustrated in Fig. 3 . Addition-

lly, several examples of geometric landmark feature points for fe-

ale faces including attractive, unattractive, and unlabeled Shang-

ai faces are illustrated in Fig. 4 . 

Note that the unlabeled faces are also called as universal faces

n this paper. As for the unattractive faces made by the simulation

rocedure, one may argue that some simulated facial images are

mpossible to be human faces in real life. In our opinion, the de-

ormation principle is not arbitrary in this paper, instead, it is on

he basis of Eq. (20) inspired by the popular “average face hypoth-

sis” theory. The simulated unattractive dataset can be recognized 

o be accurate without ambiguous perception, which can avoid the

erson-specific issue of beauty perception. Therefore, they are still

aluable prototypes of unattractive faces in pattern analysis. How-

ver, if the real world data is sufficient with accurate labels in the

uture through joint endeavor and effort, it can be better for facial

eauty analysis as expected which is the ultimate pursuit of us. 

.2. Low-dimensional distribution visualization 

The LLE algorithm ( Roweis & Saul, 20 0 0 ) is used for data visu-

lization in low-dimensional representation. The 3-D visualizations

f male and female faces including attractive faces, unattractive

aces and unlabeled (universal) faces are shown in Fig. 5 (a) and (b).

e can see from Fig. 5 that the attractive faces and unattractive

aces can be separated significantly. The universal faces are over-

apped with attractive and unattractive faces in Fig. 5 (b), which

lso demonstrates that the distribution of universal faces is uni-

orm and lie in between attractive and unattractive faces. 

.3. Experimental results 

There are three parameters to be determined in the proposed

SSL algorithm, i.e. the number K of neighbors for constructing

he data manifolds, the dimension of the implicit manifold D , the

ize L of P , the regularization parameter μ and λ. In this work, the

earned optimal parameters are K = 5 , D = 5 , L = 80 0 0, μ = 1, and

= 1 e − 9. 

Notably, due to that the unattractive labeled samples are seri-

usly deformed faces, thus each unlabeled face in Shanghai data

et is far more attractive than the labeled unattractive faces, and

he beauty scores of Shanghai faces may be positively shifted.

herefore, the predicted scores of Shanghai faces are rescaled into

 −1, 1]. 
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Fig. 2. Description of the established GFB dataset (SH denotes Shanghai faces). 

Fig. 3. Some examples of attractive (a, b) and unlabeled (c, d) for Asian female and male in the established GFB dataset. 

Fig. 4. Several examples of geometric landmark points for female faces. 
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Fig. 5. Visualized facial beauty data of male faces (a) and female faces (b) with dimension reduction using LLE algorithm: (a) two types with attractive and unattractive 

faces; (b) three types with attractive, unattractive and universal faces. 

Table 3 

Prediction performance of the proposed HSSL with ten splits of training and testing. 

Gender MSEP (%) Average Std 

1 2 3 4 5 6 7 8 9 10 

Female 15.3 15.7 14.8 15.4 15.3 14.5 14.7 14.6 14.6 14.4 14.9 0.429 

Male 10.4 9.44 9.78 9.84 10.4 9.06 9.92 9.73 10.3 9.96 9.88 0.405 

Table 4 

Predictive error comparisons with existing facial beauty assessment methods. 

Gender MSEP (%) 

KNN-based 

( Eisenthal & 

Dror, 2006 ) 

RR-based 

( Mu, 2013 ) 

ANN-based 

( Suti ́c et al., 

2010 ) 

SVR 

( Eisenthal & 

Dror, 2006 ) 

HSSL 

(Proposed) 

Female 30.1 27.3 20.9 17.8 14.9 

Male 29.8 26.6 15.2 13.9 9.88 
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.3.1. Overview of the distribution of geometric beauty score 

For modeling, we randomly split the data set into training set,

alidation set and testing set 10 times with ratio 2:1:1. Then HSSL

s learned on the training set and the best model parameters are

ound using the validation set. Finally, the performance is eval-

ated using the mean squared error of prediction ( MSEP ) calcu-

ated on the testing set. The performance with 10 random splits is

hown in Table 3 . Through the Table 3 , we can see that the average

SEP s on the testing sets of female and male faces are 14.9% and

.88% with standard deviations (Std) as 0.429 and 0.405, respec-

ively. The results demonstrate that the proposed beauty model has

lmost equal and stable prediction ability for both female and male

aces. For comparisons, the supervised methods that are commonly

sed in facial attractiveness prediction are also considered, such as

he k -nearest neighbor (KNN) ( Eisenthal & Dror, 2006 ), ridge re-

ression (RR) ( Mu, 2013 ), artificial neural network (ANN) ( Suti ́c et

l., 2010 ), and support vector regression (SVR) ( Eisenthal & Dror,

006 ). For fair comparison, the optimal results after running the

lgorithms 100 times have been reported. For KNN, the value of

 varies from 1 to 100; for ANN, the number of hidden neurons

s set as 25, the activation functions in hidden layer and output

ayer are “logsig” and “purelin”, respectively; the kernel parame-

er σ 2 and regularization parameter γ in SVR are set as 0.002 and

, respectively. The results of these methods have been shown in

able 4 . From the comparisons, we can see that the HSSL is more

ompetitive for facial beauty analysis. 

To have an insight on the predicted beauty score of all faces,

e present the predicted geometric beauty score using the pro-

osed model as Fig. 6 (a) with scatter points in which each point

epresents a face. An overview of the distribution of relative ge-
metric beauty scores of universal male and female faces has also

een shown in Fig. 6 (b). We can see that the beauty scores of most

hanghai faces are lying between the attractive and unattractive

aces. From the histogram of the relative geometric beauty scores,

e can see that for most of the faces, the scores belong to the

ange of [0 . 2 , 0 . 8], which accord with the fact that most universal

ersons are just with general beauty. 

.3.2. Discover top 5 attractive and unattractive faces 

In order to observe the most geometrically attractive and

nattractive faces, we present the faces with 5 highest beauty

cores and 5 lowest beauty scores from Shanghai faces based

n the proposed model. First, the faces in Shanghai data set are

anked by their geometric beauty scores, and the top 5 geometric

ttractive faces and the bottom 5 geometric unattractive faces are

elected. Second, to give an intuitive understanding of the geomet-

ic beauty of the selected faces, we generate a beautified (simu-

ated) face B ( Z ) for each face Z in the following way. 

 ( Z ) = 〈 G Z , T N B , X N B 〉 (21) 

here N B is the nearest attractive face of Z in the geometric fea-

ure space. In this way, the new face B ( Z ) remains the same geo-

etric feature G F as Z , while both the texture feature T N B and other

eatures X N B 
are from an attractive face N B . This can remove the

mpact of the texture and other features like the skin that can be

asily beautified by making up (e.g. face painting) in raters’ as-

essment on facial beauty, which is only associated with geometric

haracteristic of faces. 

From (21) , we know that the texture and other features like

kin can make the same effect to raters’ assessment, and only ge-

metric features are different between two faces. By viewing the

ace pair 〈 Z , B ( Z ) 〉 , we can know how the geometric feature con-

ributes to the beauty of a face. Based on the proposed facial

eauty perceptron system, the facial images of face pairs 〈 Z , B ( Z ) 〉
f female and male faces with the top 5 and bottom 5 geomet-

ic beauty scores are shown in Fig. 7 , in which Fig. 7 (a) presents

he top 5 geometric attractive faces of Shanghai faces and Fig. 7 (b)

resents the bottom 5 geometric unattractive faces. From the re-

ults, we can see that the simulated faces with top 5 beauty scores

re indeed attractive, while those with bottom 5 beauty scores are
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Fig. 6. Facial beauty score analysis of male faces (left) and female faces (right): (a) predicted score of attractive faces (blue points), universal faces (red points) and unattrac- 

tive faces (black points); (b) Statistical results of predicted beauty scores of universal faces. (For interpretation of the references to color in this figure legend, the reader is 

referred to the web version of this article.) 

Fig. 7. Most attractive (a) and most unattractive faces (b) (female: left; male: right), 

and the beautified faces with original geometric features remained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Example of newly generated pair ( ̃ Z 1 , ̃  Z 2 ) being evaluated by raters for veri- 

fication of geometric beauty. 
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unattractive, even for their beautified faces B ( Z ). It is worth not-

ing that the original face Top_5 in Fig. 7 (a) may be regarded to

be unattractive because of the skin and the eye bag. However, this

face is recognized to be attractive by our beauty model, and her

simulated face is also attractive, which demonstrates that the ge-

ometric information contributes more in facial beauty. Therefore,

the reasonability of the geometric beauty score definition based on

the proposed beauty perceptron is confirmed. 

4.4. Verification 

To further verify the validity of the proposed method, we invite

raters to evaluate the geometric beauty scores. First, we randomly

select 100 pairs of faces with their beauty scores from Shanghai

data set (50 pairs of female faces and 50 pairs of male faces) and

then ask the raters to decide which one is geometrically more at-

tractive. The decisions made by raters are then taken as the ground

truth and the geometrical beauty scores of these faces produced
sing the proposed model will be evaluated in terms of the ground

ruth. To obtain reliable decisions of raters on the geometric beauty

f a face Z without disturbance from texture and skin features, the

eautified face B ( Z ) is also used in verification experiments. 

.4.1. Analysis of rates’ agreement (RA) 

Given a pair of faces Z 1 and Z 2 from Shanghai faces, we gen-

rate a pair of simulated faces ˜ Z 1 and 

˜ Z 2 according to (21) , which

reserves the geometric information of Z 1 and Z 2 respectively, but

orrow all other features like texture and skin from the same at-

ractive face N B . In this way, the fairness in beauty selection can be

uaranteed, where N B is selected as the attractive face nearest to

 1 and Z 2 , such that the beauty of ˜ Z 1 and 

˜ Z 2 does only reflect the

eometric beauty. With this approach, the raters are guaranteed to

ocus on geometric features and cannot be disturbed by other arti-

cial facial features in raters’ subjective evaluation process. In this

ay, the raters will be invited to decide which one is more attrac-

ive between 

˜ Z 1 and 

˜ Z 2 . 

Two instances of female and male faces involved in this strat-

gy have been described in Fig. 8 , in which the simulated images
˜ 
 1 and 

˜ Z 2 will be presented to the raters for decision. Furthermore,

o avoid random decisions when given a pair of faces with simi-

ar geometric beauty to the raters, we select those face pairs with

ifference between the relative geometric beauty scores of two

aces larger than 0.4 for this experiment. This strategy can make

he raters produce reliable decision between faces ˜ Z and 

˜ Z , and
1 2 
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Fig. 9. Statistical results of Raters’ Agreement ( RA ) on 50 female face pairs (a) and 

50 male face pairs (b). 
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Table 5 

Statistics of PRABE ( α). 

α PRABE ( α) of 50 female pairs PRABE ( α) of 50 male pairs 

Min Max Mean Std Min Max Mean Std 

0.5 0.28 1.00 0.85 0.1510 0.10 0.98 0.82 0.1542 

0.6 0.22 0.92 0.80 0.1458 0.06 0.92 0.77 0.1493 

0.7 0.22 0.90 0.79 0.1424 0.02 0.82 0.71 0.1379 

0.8 0.16 0.72 0.65 0.1127 0 0.72 0.63 0.1215 

0.9 0.12 0.40 0.37 0.0545 0 0.22 0.20 0.0400 
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educe the ambiguity. Totally, 100 pairs of faces 〈 ̃  Z 1 , ̃  Z 2 〉 including

0 pairs of female faces and 50 pairs of male faces are exploited

or evaluation by 87 raters in experiment. Let P i = ( ̃  Z i 
1 
, ̃  Z i 

2 
) denote

he i th face pair being evaluated, M ( P i ) denote the decision of the

roposed model on P i , and D ( P i , R j ) denote the rating made by the

 th rater on P i . Note that both M ( P i ) and D ( P i , R j ) are binary func-

ions with output as 1 if ˜ Z i 
1 

is recognized (by the model or the

ater) to be more attractive than 

˜ Z i 
2 
, and −1 otherwise. 

Let n P and n R denote the number of face pairs and raters in-

olved in the experiment, respectively. For full respect of each

ater’s rating, the accuracy of the proposed facial beauty model ap-

roximating the raters’ ratings can be computed as 

ccuracy = 

∑ n P 
i =1 

∑ n R 
j=1 

I 
(
M ( P i ) = D 

(
P i , R j 

))
n P × n R 

(22) 

here I ( ·) is the binary indicator function. 

Through analysis, we can obtain that the accuracies for female

nd male faces are 84.21% and 81.47%, respectively, which verify

he validity of the proposed model effectively. To further inves-

igate the correlation and the uniformity of perception to facial

eauty between all raters’ ratings and the decisions of the pro-

osed model on each face pair P i , we define the Raters’ Agreement

 RA ) as 

 A i = 

1 

n R 

n R ∑ 

j=1 

I 
(
M ( P i ) = D 

(
P i , R j 

))
(23) 

From the calculation of RA , we know that if RA i = 0.5, it denotes

hat 50% raters have the same decisions on P i . The statistic results

f RA on 50 pairs of female faces and 50 pairs of male faces have

een presented in Fig. 9 (a) and (b), respectively. 

From Fig. 9 , we can see that a majority of raters are coin-

ided with the proposed beauty model. However, there are also

till some cases that have low agreement. This is consistent with

he fact that people hold different opinion in beauty perception. 

.4.2. Analysis of raters’ agreement between each-others (RABE) 

To investigate the reasons of such disagreement, we define the

aters’ Agreement Between Each-others ( RABE ) as follows 

AB E i, j = 

1 

n R − 1 

n R ∑ 

k =1 ,k � = j 
I 
(
D ( P i , R k ) = D 

(
P i , R j 

))
(24) 

Note that RABE is a matrix of n P × n R , which can be used to

easure the consistency between decisions of one rater and those

f all other raters’ decisions. 

For quantitative analysis of the agreement, given a pair P i and

 threshold α of RABE , we can say that one rater agrees with all

ther raters at level α (0 < α < 1). The proportions PRABE j ( α) of
he n P pairs for the j th rater that agree with all other raters at

evel α can be represented as 

 RAB E j ( α) = 

1 

n P 

n P ∑ 

i =1 

I 
(
RAB E i, j > α

)
(25) 

The statistics of PRABE ( α) with five different values of α are

hown in Table 5 . Obviously, the results demonstrate that the

aters have different perceptions of beauty, so their decisions on

 facial image may not be highly consistent. Therefore, it is impos-

ible for the proposed method to produce results with high con-

istency with all raters. We also observe that the proposed method

lmost achieves the maximum consistency with all raters (for fe-

ale data with α = 0 . 5). This means that the proposed method

aptures the most uniformity of facial beauty perception. 

.5. Insightful implications 

In this section, we take the phenomenon of raters’ disagree-

ent on beauty perception as a potential research subject and give

ome preliminary analysis. However, in previous research, such dis-

greements are never seriously considered. For example, in the ex-

eriments of Chang and Chou (2009 ), the results of raters whose

eauty score has low correlation to the average score are omitted

o get a highly consistent ground truth. In our opinion, the cog-

ition of people’s brain to beauty is an important topic in beauty

nalysis and should not be neglected. However, it does not con-

radict the human’s common perception of beauty since there are

lso different tastes of beauty by different people. 

Additionally, according to our experimental analysis and verifi-

ation, the results demonstrate that our proposed semi-supervised

ethod with very positive data (most attractive faces from pub-

ic Internet) and very negative data (most unattractive faces gen-

rated by us) is effective for beauty assessment on the general

aces (unlabeled moderate attractive faces). This demonstrates that

he beauty labeling process of faces for beauty study is not nec-

ssary. On one hand, it is time-consuming and laborious by invit-

ng a number of raters for labeling. On the other hand, due to the

ll-conditioned essence of beauty that is person-specific, it is dif-

cult to achieve some consensus for consistent beauty perception.

o this end, in this paper, during the model training process, the

abeling process on the facial dataset is discarded. Also, for verify-

ng the proposed method, we have conducted the verification ex-

eriments by comparing the results of the proposed method with

hat of human scores. The results demonstrate that our proposed

ethod comply with human’s evaluation, which also prove that it

s not necessary to label the faces during training process by using

he proposed beauty score function defined in Section 3.1 . 

The findings of this paper reveal that it is also feasible to use

eep learning and large-scale facial data in the future for facial

eauty analysis, because a number of most attractive faces can

e easily acquired from Internet and a number of most unattrac-

ive faces can be easily generated (simulated) by using some de-

ormable method, without any extra human labeling procedure. 
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Fig. 10. Statistic histogram of facial beauty scores. 

Fig. 11. Examples of eastern female faces in M 

2 B database. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Examples of western female faces in M 

2 B database. 
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5. Experiment on M 

2 B dataset 

5.1. M 

2 B dataset 

In this section, we will conduct the experiments using an-

other dataset which is a newly public multi-modality beauty (M 

2 B)

database developed by Nguyen, Liu, Ni, Tan, Rui, and Yan (2012,

2013) . This database was collected from YouTuBe website, which

contains faces, dresses and voices of female persons from differ-

ent races. Totally, there are 620 females from eastern countries and

620 females from western countries. Note that the facial images in

M 

2 B are with different expressions, poses, and illumination, which

are different from our constructed Shanghai database that only

the frontal images without expression and other interferences are

considered. The attractiveness score i.e. the ground-truth of each

face has also been well defined by raters using k -wise ratings in

M 

2 B database, and therefore the subjective evaluation experiments

are not conducted in this paper. The attractiveness scores, which

have been statistically presented as histogram in Fig. 10 , are finally

scaled between 1 and 10. Fig. 10 clearly shows that the histogram

of facial beauty scores complies with Gaussian distribution. To fo-

cus on the study of three beauty levels of unattractive ( −1), uni-

versal (0) and attractive (1), three attractiveness score ranges [1,

3.5], [3.5, 7.5] and [7.5, 10] are divided in experiments. 

In this paper, the facial beauty dataset of geometrical landmark

features in M 

2 B database are used for verifying the proposed fa-

cial beauty model. Some facial images such as eastern females in

M 

2 B database are shown in Fig. 11 , in which the first row denotes

the raw images and the second row denotes the images with 87

geometrical landmark points. Similarly, some examples of west-

ern female faces and their geometrical landmark points have been

shown in Fig. 12 . 
.2. Beauty score prediction 

In terms of the existing ground truth (beauty score), we only

onduct the experiments of facial beauty score prediction in this

ection. The eastern and western facial beauty score prediction ex-

eriments will be employed separately. For each race, the data is

andomly split into training and testing with a proportion 3:1. For

arameter setting, the optimal K and D for Hessian energy ma-

rix calculation are selected from 1 to 100 alternatively. For east-

rn data set, the optimal parameters are K = 4 , D = 4 , λ= 1 e − 3; for

estern data set, the optimal parameters are K = 6 , D = 6 , λ= 1 e –

3. Considering that the M 

2 B is a complete database including the

eatures and ground truth beauty scores, so this dataset is directly

sed to show the effectiveness of the proposed beauty analysis

odel. 

The prediction performance MSEP (%) of the proposed facial

eauty analysis model with 10 random splits of training and test-

ng samples is shown in Table 6 . We can see that the proposed

eauty score model can achieve 82.5% and 88.7% average estima-

ion accuracy for eastern and western female facial beauty, respec-

ively. Both the deviations for two races are near 1%. 

For comparisons with the relevant work in beauty score predic-

ion analysis using KNN, ridge regression (RR), ANN and SVR, we

un each program 100 times and the best result is presented in

able 7 . For KNN, the number k of nearest neighbors varies from 1

o 100; for RR, the ridge parameter is set as 1; for ANN, the num-

er of hidden neurons is 25, the “logsig” and “purelin” functions

re used in the hidden and output layer, respectively; for SVR, the

egularization and kernel parameters are set as 10 and 0.2, respec-

ively. 

As denoted in this challenging dataset, expression is a typical

eature and the expression will change the facial geometric shape

e.g. mouth). Generally, facial attractiveness and the model maybe

mpacted by obvious expression, however, slight smile can also

romote the attractiveness in the raters’ heart, because it can make

eople more comfortable in psychology. This dataset is used for

alidation of the proposed model in more complicated and actual

onditions. 

. Discussion 

This paper explores the facial beauty modeling based on fa-

ial geometric representation and semi-supervised learning, which

ims to conduct potential application in attractiveness assessment.

otivated by the fairness in beauty assessment, the variable facial

ppearance features such as texture and skin color are not consid-

red, because some slight changes (e.g. facial makeup) may cause

ifferent beauty perception from raters. In contrast, the facial ge-

metric information cannot be easily self-deformed. Thus, in this

aper, we exclusively use original coordinates of landmark points

s the feature and reveal its intrinsic relationship with beauty.

he geometric features are the coordinates of 2-D landmark points

nd can only represent frontal facial geometric information. Since

 face can also be represented as a 3-D surface, it may have
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Table 6 

Prediction performance of the proposed method with ten times of learning. 

Race 1 2 3 4 5 6 7 8 9 10 Average 

Eastern 16.5 18.1 17.3 18.2 18.3 17.0 18.6 15.4 18.8 16.7 17.5 ± 1.04 

Western 11.2 11.7 12.4 12.2 9.96 11.1 11.5 9.96 9.81 12.8 11.3 ± 1.01 

Table 7 

Predictive error comparisons with existing facial beauty assessment methods. 

Race KNN-based 

( Eisenthal & 

Dror, 2006 ) 

RR-based 

( Mu, 2013 ) 

ANN-based 

( Suti ́c et al., 

2010 ) 

SVR 

( Eisenthal & 

Dror, 2006 ) 

HSSL 

(Proposed) 

Eastern 31.5 25.4 26.5 24.9 17.5 

Western 28.9 26.3 27.3 23.0 11.3 
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ifferent contributions to facial beauty perception. Recently, there

as a great progress in 3D reconstruction techniques from a single

mage ( Biswas, Aggarwal, & Chellappa, 2009; Wang et al., 2009 ),

nd thus it becomes possible to reconstruct a large 3-D face image

et from facial images. With 3-D geometric features, the proposed

ramework in this paper still works and tends to make a more ac-

urate facial geometric score predictor. 

In experiments, we can see that different types of beauty per-

eption may exist among all individuals. This phenomenon reveals

hat although there are advanced rules about beauty perception,

eople may also have personalized favor of beauty. For example,

t may disagree with each other when two closely attractive faces

re shown to them for assessment. In our opinion, it is very chal-

enging to study the slight difference in beauty perception, espe-

ially for those faces with moderate beauty. In this paper, we do

ot concern this problem too much, as beauty is still an ill-defined

oncept. That is, beauty is in the eye of beholder, which is per-

on specific and different persons have different beauty cognition.

olden ratio is a common concept in facial beauty, which holds an

ssumption that those faces satisfying with the golden ratio can be

ecognized to be attractive faces. In addition to golden ratio, aver-

ge face hypothesis and symmetric face hypothesis are also popu-

ar concepts which represent a beautiful face intuitively. However,

t is a complicated task for facial beauty assessment using golden

atio, average face hypothesis as well as symmetric face hypothe-

is. This is due to that they depend on a precise distance measure-

ent. Therefore, it is very meaningful to develop a computational

odel which can be used to predict the beautiful faces objectively

nd automatically by leveraging machine learning techniques, such

s the proposed HSSL method. 

The proposed HSSL method is semi-supervised, by using pub-

ic labeled attractive faces and unattractive faces (geometric sim-

lated face), in which the moderately attractive faces are recog-

ized to be unlabeled. Therefore, one advantage of the proposed

ethod is that we do not cost much labor for labeling a number of

aces, which is well suitable for large-scale facial beauty analysis.

his is because beauty labeling is more difficult than identity label-

ng, which is caused by the subjective nature of beauty. For other

ethods, to achieve some consensus, more persons should be in-

ited for rating each face, which is time-consuming and unneces-

ary. One disadvantage and limitation of the proposed method is

hat the accurate beauty score of the moderately attractive faces

ay not be achieved, because of the modeling mechanism. How-

ver, a beauty rating of the faces can be given. To this end, the

roposed method can be applied for geometric beauty rating in In-

ernet or public shows. 

Cognition of people’s brain to beauty is an important topic in

sychology, but it is out of our research in computer science. Clus-

ering of persons according to their beauty perception is a vital
ask in beauty analysis, and it can help to make further under-

tanding for ourselves. In our experiments, we found that it costs

o much to invite raters, introduce standard and process the vot-

ng results, etc. These difficulties seriously restrict the accuracy

f the labeling results. Clustering of persons according to their

eauty perception may need tens of thousands of raters to pro-

uce a meaningful result, indeed. We believe that this problem

lso bothers other researchers in this field. We also consider pro-

ide a game-like experience for current rating workflow and make

t online on a SNS site by using the power of gamers, which is sim-

lar with the conditions in solving the problem about DNA ( Khatib

t al., 2011 ). 

. Conclusion 

In this paper, we aim to study facial aesthetic perceptron and

xplore the essence of beauty from the viewpoint of geometric

haracteristic toward an interactive attractiveness assessment ap-

lication. A geometric beauty score function is proposed for at-

ractiveness assessment quantitatively, modeled via the proposed

emi-supervised HSSL learning method, by leveraging Internet la-

eled attractive faces and generated labeled unattractive faces. For

xperimental study, we established a facial beauty dataset (GFB)

ith geometric landmark features annotated. Additionally, an ex-

sting multi-modal facial beauty dataset (M 

2 B) is also used in ex-

eriments. Experimental results demonstrate the effectiveness of

ur proposed facial aesthetic perceptron method based on geomet-

ic feature for human beauty analysis. 

In our future work, we shall investigate the facial attractiveness

ith the variation of facial expression, which will also be interest-

ng clinical topics with psychological concept that smiling faces are

ore beautiful than angry faces. 
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