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 

Abstract—Artificial olfaction data is usually represented by a 

sensor array embedded in an electronic nose system (E-Nose), 

such that each observation can be expressed as a feature vector 

for pattern recognition. The concerns of this paper are threefold: 

first, each feature can be represented by multiple different 

modalities; second, manual labeling of sensory data in real 

application is difficult and hardly impossible, which results in an 

issue of insufficient labeled data; third, classifier learning is 

generally independent of feature engineering, such that the 

recognition capability of E-Nose is restricted due to the unilateral 

suboptimum. Motivated by these concerns, in this paper, from a 

new perspective of multi-task learning, we aim at proposing a 

unified semi-supervised learning framework nominated as MFKS, 

and the merits are composed of three points: 1) A multi-feature 

joint classifier learning with low-rank constraint is developed for 

exploiting the structural information of multiple feature 

modalities. The relatedness of sub-classifiers w.r.t. feature 

modalities is preserved by imposing a low-rank constraint on the 

group classifier. 2) With a manifold assumption, a Laplacian 

graph manifold regularization is incorporated for capturing the 

intrinsic geometry of unlabeled data. 3) The features and 

classifiers are learned simultaneously in a unified framework, 

such that the optimality and robustness are improved. 

Experiments on two datasets including a large-scale 16-sensor 

data with 36-month drift and a small-scale temperature 

modulated sensory data demonstrate that the proposed approach 

has 4% improvement in classification accuracy than others.  

Index Terms—Artificial olfactory system, electronic nose, 

multi-feature learning, semi-supervised learning  

I. INTRODUCTION 

umerous progress of artificial olfaction system has been 

made over the last two decades in many respects such as 

sensor array, hardware, data processing, and pattern 

recognition algorithms. In particular, electronic noses, as a 

typical machine olfaction application, have been widely 

developed [1]. Briefly, electronic nose (E-Nose) is a 
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multi-sensor system consisting of pattern recognition 

algorithms and a metal oxide semiconductor sensor array with 

cross-sensitivity and selectivity. An excellent overview of 

E-Nose and sensor data processing can be found in [1, 2]. 

A. Background 

The latest progress of artificial olfaction and E-Nose are 

reviewed in this section. Some good examples are given as 

follows. Adiguzel and Kulah [3] proposed a breath sensor 

system for lung cancer diagnosis in medical applications. 

Sunny et al [4] proposed to detect binary gas mixtures by using 

a thick-film sensor array. Hassan et al. [5] proposed a robust 

rank-order based classifier for gases classification by an 

E-Nose. Pardo and Sberveglieri [6] proposed a SVM method 

for E-Nose data classification. Zhang et al. [7] proposed a 

hybrid support vector machine (HSVM) coupled with linear 

discriminant analysis for classification of multiple indoor air 

contaminants. Brudzewski et al. [8] proposed a novel 

differential electronic nose for recognition of coffee by using 

SVM, which has an advantage of automatic sensor baseline 

drift elimination. Martinelli et al. [9] proposed a neuro-adaptive 

E-Nose for odor recognition, in which the merit is the 

significant stability of their developed adaptive and 

unsupervised neural network. Hossein-Babaei and Amini [10] 

attempted to recognize complex odors by using one tin oxide 

gas sensor with temperature modulation-alike techniques. 

Recently, Fonollosa et al. [11] proposed a reservoir computing 

(RC) algorithm for achieving accurate and continuous 

prediction to fast varying gas concentrations. These works 

focus on methodology of artificial olfaction in decision-level. 

Another important topic in artificial olfaction is the data 

processing in feature level. It’s known that good features 

selected from sensors can better represent the odor patterns 

such that the discriminative performance of the designed 

E-Nose classifier would be more significant. Researchers have 

investigated different data processing and feature selection 

methods. For example, Osuna et al. [12] proposed a k-nearest 

neighbor cross-validation estimate for evaluating the 

performance of data processing. Krutzler et al. [13] presented a 

study how the sensor production influences the recognition 

performance of an E-Nose. Jha and Yadava [14] proposed a 

denoising method based on singular value decomposition (SVD) 

for E-Nose data processing and showed a good performance in 

feature dimension reduction. Wang et al. [15] proposed a novel 

information-theoretic based feature selection method for 

human breath-print recognition. Sunil et al. [16] proposed a 
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novel sensor selection algorithm for selecting an optimal set of 

surface acoustic wave (SAW) sensors for E-Nose by similarity 

metric. Additionally, feature fusion and processing of 

redundant sensors and features for robust gases classification 

have also been proposed in the latest works [17, 18, 19]. 

B. Problem Statement 

From the existing work of artificial olfaction and E-Nose, we 

can observe that different methods in feature-level and 

classifier-level (model-level) have been proposed by many 

researchers. Although the discriminative capability has been 

gradually improved, the data processing methods proposed in 

feature-level are independent of pattern recognition unit in 

classifier-level, such that features are not adapted to the 

classification model if the data structure becomes more 

complex (e.g. high-dimensional data and sensor drift data) [20]. 

Briefly, sensor drift is commonly caused by poisoning, aging, 

environmental variation (ambient temperature, humidity, 

pressure, etc.), which has deteriorated the performance of 

E-Nose in both feature and classifier levels [21, 22]. One salient 

feature of drift is that the conditional probability distribution 

 (           )   (        ) , where            
    and 

         
    denote the data before and after drift, and 

     denotes the labels. The distribution differences also 

imply that the statistical property differences such as mean and 

covariance change. Therefore, some independent feature-level 

data processing methods or model-level classification models 

would not adapt to the drifted and noisy E-Nose data in real 

applications due to the temporal data structure variation. 

C. Motivation 

From the perspective of machine learning, both feature and 

classifier learning in E-Nose are supervised and enforced 

separately. However, with the change of data structure caused 

by complex and long-term E-Nose drift in time series, it is 

difficult to manually label each observation. Consequently, the 

model learning in E-Nose would face with a new dilemma that 

the labeled data is insufficient. 

On the one hand, in classifier-level learning, for addressing 

the issue of insufficient labeled data, semi-supervised learning 

has been used in artificial olfaction [23, 24]. Semi-supervised 

learning [25] was initially proposed for handling the problem of 

insufficient labeled data based on two important assumptions: 

manifold assumption and cluster assumption [26]. Manifold 

assumption implies that the data spans a low-dimensional 

manifold space where the structure information of unlabeled 

data can be preserved and the nearby data points are more likely 

to have the same label. The cluster assumption implies that the 

data points lying in the same cluster are more likely to have the 

same label. The difference between the two assumptions lies in 

that cluster assumption is local while manifold assumption is 

global. Therefore, manifold regularization has become a 

mainstream of semi-supervised learning in computer vision 

community for image classification and multimedia application 

[27, 28]. Laplacian graph manifold was generally proposed for 

dimension reduction and graph embedding, which implies the 

manifold structure preservation [29-33]. However, manifold 

learning suffered from a fact that there is no explicit mapping 

matrix for low-dimensional projection. Instead of dimension 

reduction, in this paper, we tend to propose a multi-task 

semi-supervised learning framework with Laplacian graph 

manifold regularization for handling noisy E-Nose data. 

On the other hand, for feature-level data processing, we aim 

at proposing multi-feature joint learning by integrating the 

classifier learning together, which is different from the existing 

feature selection and feature fusion algorithms that are carried 

out separately with classifier learning. In other words, the 

motivation of this paper is to learn the multi-feature and 

semi-supervised classifier jointly and simultaneously, for the 

pursuit of the optimal performance in system-level. 

D. Paper Contribution 

In this paper, with the idea of multi-feature joint learning and 

Laplacian graph based semi-supervised learning, we propose a 

multi-feature kernel semi-supervised joint learning model 

(MFKS) in artificial olfaction system for improving the 

robustness of an E-Nose. The model, optimization algorithm, 

convergence and complexity of the proposed MFKS are well 

formulated theoretically in this paper. To our best knowledge, 

there is no report of simultaneous multi-feature joint learning 

and graph based semi-supervised classifier learning in E-Nose 

community. The contributions of this paper are fourfold. 

- From the perspective of multi-task and semi-supervised 

learning, we propose a unified semi-supervised learning 

model (MFKS) for classification tasks/scenarios. 

- An idea of multi-feature joint learning with low-rank 

constraint for automatic feature adaptation and structural 

information sharing is proposed. 

- The proposed MFKS method can counteract long-term 

sensor drift and noise in large-scale olfaction datasets. 

- The proposed MFKS can improve the robustness of the 

temperature-modulated E-Nose system.  

E. Paper Organization 

This rest of this paper is organized as follows. Section II 

illustrates the related work for handling drifted E-Nose dataset. 

Section III presents the model, optimization, convergence and 

complexity of the proposed MFKS method. The experiments 

on a large-scale artificial olfaction E-Nose dataset with sensor 

drift are conducted in Section IV. The experiments on a 

temperature-modulated E-Nose dataset are conducted in 

Section V. Finally, Section VI concludes this paper. 

II. RELATED WORKS 

In E-Nose system, machine learning based methods 

including representation learning, ensemble learning, transfer 

learning and deep learning have been proposed for drift 

compensation in very recent years. Specifically, the literature 

reviews are divided into four categories. 

- In representation learning based methods, Ziyatdinov et al. 

[34] proposed a principal component analysis (PCA) method 

for learning a transformation such that the drift direction can 

be captured. Carlo et al. [35] proposed to learn a data shift 

transformation matrix by using evolutionary algorithm with  
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Fig. 1. Overview of the proposed MFKS framework for artificial olfactory system 

 

an objective of improving the classification accuracy of 

E-Nose. Padilla et al. [36] proposed an orthogonal signal 

correction (OSC) method for drift compensation by removing 

the components orthogonal to sensor data. 

- In ensemble learning based methods, Vergara et al. [20], 

Dang et al. [37] and Liu et al. [38] proposed classifier 

ensemble method based on multiple SVM models, that aim at 

improving the robustness of gases recognition with drift data. 

However, the weight of each SVM is obtained independent 

from the model learning, which would result in a local 

optimal solution. Besides, how to guarantee the diversity of 

multiple SVM classifiers is still an open problem. 

- In transfer learning based methods, Liu et al. [39] proposed a 

novel idea of semi-supervised domain adaptation method for 

drift compensation in electronic nose. Zhang et al. [40, 41] 

proposed a transfer extreme learning machine based domain 

adaptation for fast classifier learning and drift compensation. 

Domain adaptation based transfer learning has been proved 

to be effective in improving the generalization of classifier 

with drift-knowledge adaptation. 

- In deep learning based methods, Martin et al. [42] proposed 

to learn deep feature in unsupervised manner by using deep 

restricted Boltzmann machines for bacteria identification in 

blood by an E-Nose. Similarly, Liu et al. [43] proposed for 

gas recognition with concept drift by using deep learning 

techniques such as deep Boltzmann machine and sparse 

auto-encoder. A good advantage of deep learning is the 

feature representation ability, but depends on a large-scale 

training data which is still comparatively deficient in E-Nose. 

III. PROPOSED MULTI-FEATURE KERNEL SEMI-SUPERVISED 

JOINT LEARNING MODEL (MFKS) 

A. Notations 

Let    [  
    

 ]  ,  
    

      
 -               

denotes the training data of the i-th feature modality, where 

  
        and   

        represent the labeled data and 

unlabeled data, respectively,   
 
    denotes the j-th 

observation sample of the i-th feature modality,         

denotes the number of samples, d denotes the dimension (i.e. 

the number of sensors) of each observation, and m denotes the 

number of feature types. Let   ,     -   
    denote the 

label matrix, where     
          and C denotes the 

number of classes. ‖ ‖ , ‖ ‖  and ‖ ‖  denote the Frobenius 

norm,   -norm and nuclear norm, respectively.   ( ) denotes 

the trace operator,     ( )  denotes the rank function, 〈 〉 

denotes inner product operator, and ( )  denotes the transpose 

operator. The labels are defined as follows. 

- For labeled data,      
    , where     

    if the j-th 

sample belongs to class c (c=1,…,C), and -1 otherwise. 

- For unlabeled data,       
    . 

Considering the nonlinear property of multi-sensor system, 

the raw data    can be mapped into a high-dimensional space 

(e.g. reproduced kernel Hilbert space  , RKHS) by using a 

nonlinear transformation  . Therefore, we introduce kernel 

matrix     
            for representing the training 

data    in RKHS   as follows 

         iiiiiii XXXXXXK ,,
T
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where   denotes the kernel function (e.g. Gaussian RBF, 

sigmoid, polynomial, etc.). In this paper, the Gaussian RBF 

function represented as   






  22

2
2exp,  jiji xxxx  is 

used. The kernel parameter σ can be tuned. 

B. Model Formulation of MFKS 

For realizing multi-feature joint learning with m feature 

kernel matrix in semi-supervised manner, the proposed MFKS 

is to solve the following general minimization problem. 

 

   FYF

PB1PKF
BPF







 

,

min
1

2

F,,

Loss

rank
m

i
iNii

ii           (2) 

where     
    denotes the classifier parameter matrix,    

    denotes the classifier bias,   ,          -   
     

denotes the group classifier consisting of m sub-classifiers, 

    
  is a full-one vector,        represents the 

predicted label matrix,     ( ) is the least square-alike loss 

function,   and λ are regularization parameters. 

Specifically, the rational explanations of the four terms 

behind in the proposed model (2) are presented as follows. 

- The first term represents global label prediction based on m 

feature modalities by simultaneously learning classifier 

   (       ) for each type of feature. 

- The second term is the regularization of the learned group 

classifier P which is restricted to be low rank, behind the 

rational is that we expect the relatedness among the learned 

           to be well preserved by imposing a low-rank 

constraint, such that the structural information of multiple 

features can be shared in the proposed model. A good work of 

low-rank representation is referred to as [47].  

- The third term denotes the semi-supervised loss function, 

formulated based on least-square alike loss as follows 

     YFUYFYF 
T

, TrLoss                    (3) 

where U is diagonal selection matrix defined as follows 

miNj
j
i

jj ,,1;,,1;
otherwise,0

labeledis if,
 








x

U       (4) 

- The last term denotes the manifold regularization on the 

predicted label F for exploring label consistency in 

semi-supervised learning. With manifold assumption, we 

expect that nearby points are more likely to have the same 

labels, which can be mathematically formulated as follows, 

   

       
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



 





  





   (5) 

where  ( ) denotes the label predictor, D is a diagonal matrix 

with entries     ∑     ,       is the Laplacian graph 

matrix, and A is the affinity matrix computed as 

   



 


otherwise,0

orif,1
,

pkqqkp

qp

ΝΝ
A

xxxx
                  (6) 

where  xkΝ  represents the k nearest neighbors of sample x. 

Therefore, in terms of Eq.(5), the last term  F  in the 

proposed model (2) can be written as follows 

  














  
FLFF

m

i
i

r
iTr

1

T                         (7) 

where the Laplacian matrix  


m

i i
r
i1
LL   is represented as 

weighted summation of Li for multi-feature learning,     
  

  represents the coefficient of the i-th feature, ∑   
 
     , and 

   . Note that the setting of     is to better exploit the 

complementary information of multiple features and avoid that 

trivial solution with only the best feature used (e.g.     ). 

In summary, by combining (2), (3) and (7), the proposed 

MFKS model can be completely written as follows 

 

   

10,1.t.s

min

1

1

TT

1

2

F,,,


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




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
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
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i
i
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i

m

i
iNii

TrTr

rank
iii
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


FLFYFUYF

PB1PKF
BPF

  (8) 

Note that the rank of P is a non-convex operator, and it is 

generally addressed by using its convex surrogate of the rank 

[47], that is, the nuclear norm or trace-norm defined as ‖ ‖  
(i.e. the sum of singular values of P), represented as 

 
















PPPPP 2

1
TT

*
Tr                           (9) 

Finally, by substituting (9) into (8), the proposed MFKS 

model can be reformulated as follows. 

   

10,1.t.s

2
min

1

1

TT

*1

2

F,,,



















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











i

m

i
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m

i
i
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m

i
iNii

TrTr
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







FLFYFUYF
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   (10) 

C. Model Optimization and Algorithm Solver 

From the structure of the proposed MFKS model (10), we 

observe that the objective function is non-convex w.r.t. four 

variables F, Pi, Bi and αi. However, when fix other three 

variables (e.g. Pi, Bi and αi), it is convex w.r.t. another variable 

(i.e. F). Therefore, the solutions F, Pi, Bi and αi can be 

efficiently solved by a variable-alternative optimization 

approach. Specifically, the optimization process is as follows. 

 Initialize  (0),   
(0)

,   
(0)

 and   
(0) 

First, we initialize   
(0)    and   

(0)   . With ∑   
 
     , 

we initialize   
(0)    ⁄     , the initialized F can be solved 

analytically by setting the derivative of (11) w.r.t. F as 0, 
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Then, F can be initialized as 
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 Update   
( )

and   
( ) 

Second, after fixing F and αi, the optimization problem of 

model (10) becomes 
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     (13) 

By setting the derivative of the objective function  iiJ BP ,  in 

(13) w.r.t. Pi and Bi to be 0, respectively, one can obtain 

 
   
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,

0
2

,

T
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B
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PPPB1PKFK
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    (14) 

Therefore, for iteration t,   
( )

and   
( )

 w.r.t. the i-th feature can 

be solved in close-form as follows 

         
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           (15) 

where   
(   )     . (   )( (   ))

 
/
 0  

 is a diagonal matrix 

and  (   )  [  
(   )     

(   )] is the group classifier. 

 Update  ( ) 

Third, after fixing αi, Pi and Bi, the optimization problem (10) 

becomes 
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From (16), it is easy to solve F by setting the derivative w.r.t. F 

to be 0, as follows 

 
 

0

11

























m

i

iNii

m

i

i
r
im

J
B1PKUYFLUI

F

F


(17) 

where        is an identity matrix. Then, from (17), F
(t)

 in 

iteration t can be updated as 
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 Update   
( ) 

Fourth, after obtaining F, Pi and Bi, the optimization problem 

(10) becomes the following minimization 

 

Algorithm 1. MFKS 

Input:  

The training data of m feature matrix     
           ; 

The training labels       ; 

Parameters λ, γ, and r; 

Procedure: 

1. Compute the kernel matrix    using (1); 

2. Compute the graph Laplacian matrix    with (5) and (6); 

3. Compute the selection matrix 𝐔 using (4); 

4. Initialize   
(0)
←   ⁄    

(0)
←     

(0)
←          ; 

5. Initialize  (0)  0  
(0)
     

(0)
1 and   

(0)
 
 

 
. (0)( (0))

 
/
 
1

2
; 

6. Initialize  (0) according to (12); 

7. repeat 

Compute   
( )

 and   
( )

 according to (15); 

Update  ( ) according to (18); 

Update   
( )

 according to (22); 

Update  ( )  0  
( )
     

( )
1 and   

( )
 
 

 
. ( )( ( ))

 
/
 
1

2
 

until convergence; 

8. Output:    and   , i=1,…,m; 

10,1.t.s
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The Lagrange equation of (19) can be written as 
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By setting the derivative of (20) w.r.t. αi and µ to 0, respectively, 

we have 
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By solving the equation group (21),   
( )         in 

iteration t can be easily updated as 
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The detail of solving Eq. (21) is illustrated in Appendix.  

Finally, the optimization of the proposed MFKS is illustrated 

as Algorithm 1. 

D. Classification 

The classification denotes the testing phase after MFKS 

training. The classification parameters *  +   
  and *  +   

  can 

be obtained by solving the proposed model (10) using the 

proposed Algorithm 1 on the provided training data   
*  +   

 . For real-time application, we perform classification 

and predict the label of a new observation z represented by m 

features   *  +   
  using the following decision function, 

 
 

   


m

i iiii
Cj

label
1,,1

,maxarg BPXzz 


         (23) 
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Algorithm 2. Classification of MFKS 

Input: 

Training set *  +   
 , training labels Y, and one test sample *  +   

  

with m kinds of features; 

Procedure:  

1. Obtain the optimal *  +   
  and *  +   

  by solving the proposed 

MFKS model (10) using Algorithm 1. 

2. Compute the kernel mapping     𝜅(     ) of *  +   
 . 

Output: 

        ( ) ←        
  *     +

[∑ (         )
 
   ]

 
  

 

where 𝜅( ) is the kernel function. The classification procedure 

of the proposed MFKS is summarized in Algorithm 2. 

E. Convergence 

To explore the convergence behavior of the proposed 

Algorithm 1, we first provide a lemma as follows. 

Lemma 1: For alternative optimization, when update one 

variable with other variables fixed, it will not increase the 

objective function value. Four claims with short proofs are 

given as follows: 

Claim 1. 
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Proof. When fix   
( )

,  ( ) ,   
( )

 and update   
(   )

, the 

objective function is convex w.r.t. Pi. As shown in (14) by 

setting the derivative of the objective function w.r.t. Pi to be 0, 

then it’s clear that the expression of claim 1 holds. 

Claim 2. 
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Proof. Similar to the proof of claim 1, the objective function 

becomes convex w.r.t. Bi when fix   
(   )

,  ( ),   
( )

 and update 

  
(   )

. Then, claim 2 is proven. 

Claim 3. 
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Proof. When   
(   )

,   
(   )

,   
( )

 are fixed, and update  ( ), the 

optimization problem becomes (16) which is convex w.r.t. F. 

By setting the derivative of the objective function (16) w.r.t. F 

to be 0, its solution in (17) makes claim 3 hold. 

Claim 4.
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Proof. As can be seen from (21), with   
(   )

,   
(   )

,  (   ) 

fixed, the update rule of   
(   )

 is obtained by setting the 

derivatives of objective function (20) w.r.t. αi to be 0. Also, 

since the second-order derivative w.r.t. αi are positive with the 

condition that         , i.e. there is 

 
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Thus, the update rule (22) of αi can make the objective function 

(20) decrease, and claim 4 is proven. In summary, the 

convergence of the proposed Algorithm 1 is summarized as the 

following theorem. 

 
Fig. 2. Convergence analysis for optimality condition 

Theorem 1: The objective function (10) monotonically 

decreases until convergence after several iterations by using 

Algorithm 1. 

Proof. Suppose the updated   
( )
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,  ( ), and   
( ) are   
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, 
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,  (   ), and   
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, respectively. In terms of the claim 1, 

claim 2, claim 3 and claim 4 presented in Lemma 1, we have 

the following inequalities, 
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Therefore, the Theorem 1 is proven. 

F. Computational Complexity 

We briefly analyze the computational complexity of the 

MFKS involving T iterations and m modalities. Before stepping 

into the learning phase, the complexity of computing the 

Laplacian matrices is O(mN
3
). In learning, each iteration 

involves three update steps, and the complexity in T iterations is 

O(m
2
N

2
T). Hence, the computational complexity of our method 

is O(mN
3
)+O(m

2
N

2
T). Note that the Laplacian matrices are not 

involved in iterations and therefore the computational 

complexity of computing Laplacian matrix is O(mN
3
). 

G. Remarks on Optimality Condition  

The convergence of MFKS shown in Algorithm 1 is 

demonstrated in Theorem 1. For insight of the optimality 

condition, the objective function value of (10) over 20 

iterations on E-nose dataset used in this paper for six kinds of 

gases recognition is described in Fig. 2(a). One can observe that 

after 10 iterations, the algorithm can converge to a stable value. 

Furthermore, the classifier gap   ( )  is introduced for 

optimality condition check. The classifier gap is defined as 
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
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t
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PPPP                 (24) 

The convergence of   ( ) over 20 iterations is described in Fig. 

2(b). It is clearly seen that model gap can quickly converge to a 

small and stable value after 10 iterations. Therefore, we can 

conclude that the optimality condition of the proposed MFKS 

model can be achieved during 10 iterations by using the 

proposed optimization Algorithm 1. 

From the viewpoint of machine learning, the proposed 

semi-supervised MFKS model and algorithm can also be used  
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TABLE I 

LONG-TERM DRIFT DATASET 

Batch ID Month Acetone Acetaldehyde Ethanol  Ethylene  Ammonia  Toluene  Total 

Batch 1 1, 2 90 98 83 30 70 74 445 

Batch 2 3~10 164 334 100 109 532 5 1244 

Batch 3 11, 12, 13 365 490 216 240 275 0 1586 

Batch 4 14, 15 64 43 12 30 12 0 161 

Batch 5 16 28 40 20 46 63 0 197 

Batch 6 17, 18, 19, 20 514 574 110 29 606 467 2300 

Batch 7 21 649 662 360 744 630 568 3613 

Batch 8 22, 23 30 30 40 33 143 18 294 

Batch 9 24, 30 61 55 100 75 78 101 470 

Batch 10 36 600 600 600 600 600 600 3600 

 

 
Fig. 3. Multi-feature representation of one observation in batch 1 with 16 sensors under Acetone. Each square denotes the first feature of each sensor. 

 

for supervised learning by setting F=Y in Eq.(10), such that the 

first two terms are kept for purely supervised learning, i.e. 

*1

2

F, 2
min PB1PKY

BP
 

m

i
iNii

ii

              (25) 

From (25), the supervised MFKS can be recognized as a 

multi-feature learning framework with low-rank constraint on 

the group classifier P. 

IV. EXPERIMENTS ON DRIFTED E-NOSE DATA 

In this section, the recently released E-nose olfactory dataset 

with drift in UCI Machine Learning Repository [20, 44, 48] is 

used to evaluate the proposed MFKS model and algorithm.  

A. Experimental Data 

The artificial olfaction dataset contains 13,910 measurements 

(observation samples) of 6 kinds of gases including acetone, 

acetaldehyde, ethanol, ethylene, ammonia, and toluene at 

different concentration levels. The dataset is divided into 10 

batches versus time. The dataset was sampled by an E-Nose 

system with 16 gas sensors. For each sensor, 8 kinds of features 

were extracted from each sensor (i.e. m=8, in this paper). We 

refer interested readers to as [20, 48] for details on how to 

determine the 8 features. Fig.3 illustrates the normalized sensor 

response and the multi-feature formulation in this paper. For 

each feature type, a 16-dimensional feature vector of each 

measurement is formulated consequently. The details of the 

dataset are presented in Table I, which shows the number of 

samples of each gas. 

B. Experimental Setup 

For evaluating the proposed semi-supervised learning 

framework, we adopt the following experimental setting. 

Semi-supervised setting: Take batch 1 as fixed training set 

and tested on batch K, K=2,…,10. 

Description: in semi-supervised setting, the batch 1 is used as 

labeled training data, while the data from batch K (K=2,…,10) 

is used as unlabeled data for semi-supervised learning. Besides, 

we randomly select L=10, 20, 30, 40, and 50 labeled data from 

batch K (K=2,…,10), respectively, and the remaining are still 

unlabeled for semi-supervised learning. 

C. Parameter Setting 

In default, the RBF kernel function is used for kernel matrix 

computing. For finding out the best results, the kernel 

parameter   is adjusted from the given set *            + 
and the regularization coefficient   is adjusted from the given 

set *              +. The regularization coefficient of graph 

manifold regularization   is set as 1. The number of maximum 

iterations in MFKS model is set as 10 throughout the paper. The 

raw sensor features are normalized appropriately within the 

interval (-1, 1) for easier convergence in optimization. 

D. Compared Methods 

Following the semi-supervised experimental setting and 

parameter setting, we compare the proposed semi-supervised 

MFKS model with three SVM methods including RBF kernel 

based SVM (SVM-rbf), geodesic flow kernel based SVM 

(SVM-gfk) and combination kernel based SVM 

(SVM-comgfk), two semi-supervised methods including RBF 

kernel based manifold regularization (ML-rbf) and 

combination geodesic flow kernel based manifold 

regularization (ML-comgfk) [39], and extreme learning 

machine (ELM) based on RBF function (ELM-rbf) [45]. 

E. Experimental Results 

- Performance comparisons 
The recognition accuracies of compared methods including 

SVM-rbf, SVM-gfk, SVM-comgfk, ML-rbf, ML-comgfk, 

ELM-rbf, and the proposed MFKS on the testing data from the   
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TABLE II  

COMPARISONS OF RECOGNITION ACCURACY (%) WITH SEMI-SUPERVISED SETTING 

Batch ID Batch 2 Batch 3 Batch 4 Batch 5 Batch 6 Batch 7 Batch 8 Batch 9 Batch 10 Average 

SVM-rbf 74.36 61.03 50.93 18.27 28.26 28.81 20.07 34.26 34.47 38.94 

SVM-gfk 72.75 70.08 60.75 75.08 73.82 54.53 55.44 69.62 41.78 63.76 

SVM-comgfk 74.47 70.15 59.78 75.09 73.99 54.59 55.88 70.23 41.85 64.00 

ML-rbf 42.25 73.69 75.53 66.75 77.51 54.43 33.50 23.57 34.92 53.57 

ML-comgfk 80.25 74.99 78.79 67.41 77.82 71.68 49.96 50.79 53.79 67.28 

ELM-rbf 70.63 66.44 66.83 63.45 69.73 51.23 49.76 49.83 33.50 57.93 

MFKS (10) 80.79 80.64 86.75 79.14 80.69 36.19 68.30 63.04 37.10 68.07 

MFKS (20) 85.45 77.96 88.65 83.61 89.38 68.80 84.67 78.66 42.54 77.75 

 

 
Fig. 4. Recognition Accuracy with Semi-supervised setting by using the proposed MFKS model with different number L of labeled data from batch K (K=2,…,10) 
 

 
Fig. 5. Parameter sensitivity analysis (σ and  ) of MFKS with different number L=10, 30, 50 of labeled data for batch K (K=2, 4, 6, 8, 10) 

 

batch 2 to batch 10 have been reported in Table II. From the 

results, we can see that the proposed MFKS outperforms other 

methods, but for batch 7, batch 9 and batch 10 SVM-comgfk 

and ML-comgfk show a comparative performance. The average 

recognition accuracies from batch 2 to batch 10 for MFKS (10) 

and MFKS (20) are 68.07% and 77.75%, which are superior to 

other methods. Note that L in MFKS (L) denotes the number of 

labeled data leveraged from batch K (K=2,…,10). From the 

comparisons, the effectiveness of the proposed MFKS is clearly 

demonstrated. This also implies that semi-supervised learning 

can be used to improve the drift-counteraction property of an 

E-Nose system. 

- Performance with increasing number L 

In training process on batch 1, a few number L of labeled 

data from batch K (K=2,…,10) are leveraged for 

semi-supervised learning. Therefore, we discuss the 

performance with different number L of leveraged labeled 

samples for each test batch, respectively. The recognition 

accuracies for each batch with different number L from 10 to 50 

by using the proposed MFKS model are illustrated in Fig. 4. 

From the results, we observe that the performance is positively 

improved with increasing number L, however, when L=50, the 

performance becomes weak. From the results, we can see the 

accuracy change w.r.t. L. Specifically, we get that for L=10, 20, 

30, 40 and 50, the average recognition accuracy is 68.1%, 

77.8%, 82.0%, 87.0% and 84.4%, respectively. Note that the 

accuracies when L=10 and 20 have been reported in Table II. 

- Parameter sensitivity analysis 

Two parameters including kernel parameter σ from 

*            +  and regularization coefficient   from 
*              + of MFKS model are discussed. The 3-D 

surface plots of σ (x-axis),   (y-axis) and accuracy (z-axis) for 

batch K (K=2, 4, 6, 8, 10) under different L (L=10, 30, 50) are 

illustrated in Fig. 5. From the 3D surface, we can observe that a 

small σ produces a better performance for L=10 and the   has 

less slight influence, while a small   produces significantly 
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good performance when L=30 and 50, and the σ has little 

influence. From Fig. 5, it is easy to determine the best model 

parameters during semi-supervised training process. 

V. EXPERIMENTS ON MODULATED E-NOSE DATA 

In this section, we adopt the temperature modulated E-Nose 

data for evaluating the proposed MFKS model and algorithm. 

A. Experimental Data 

The temperature modulated E-Nose system is developed by 

our group. Generally, the system consists of three parts: voltage 

control (i.e. sensor temperature control), sensor array and data 

acquisition. The printed circuit board (PCB) comprises of a gas 

sensor array (i.e. TGS2620 and TGS 2602), DC power supply 

interface, voltage control interface and data acquisition 

interface. We claim that the data is “modulated” due to that the 

sensors’ heating voltage changes linearly from 3v to 5v 

continuously with a frequency of 20 mHz during sampling. 

In sampling experiments, three gases including 

formaldehyde (HCHO), nitrogen dioxide (NO2) and carbon 

monoxide (CO) are experimented by using our temperature 

modulated E-Nose system, separately. The modulated gas 

sensor response curves in a steady-state period of one 

observation for each gas are illustrated in Fig. 6. Note that 25 

points are uniformly sampled as features from each sensor 

curve of 5000 points shown in Fig. 6. Therefore, for each 

observation, a 50-dimensional feature vector (2 sensors×25) is 

obtained. Inspired by the proposed multi-task learning, the 

50-dimensional vector is then represented as 5 feature 

modalities, for each the dimension is 10 as shown in Fig.7.  

Totally, the number of HCHO, NO2 and CO samples is 100, 

113 and 96, respectively. Note that for each feature type, the 

input dimension is 12 consisting of 10 points for gas sensors in 

Fig.7 and 2 extra values for the ambient temperature and 

humidity in sampling. The temperature range changes from 10℃ 

to 35℃ and the humidity range is from 40% to 70%. 

B. Experimental Setup 

In this experiment, we adopt the following experimental 

setting for evaluating different methods. 

Experimental setting: for each class, different number L of 

labeled samples is randomly selected from the dataset of each 

class for semi-supervised learning. In this paper, L=1, 2, 3,…, 

10 is considered. The remaining samples are recognized to be 

unlabeled data. The performance with increasing number L of 

labeled data is further explored. 

For this modulated E-Nose data, we compare with two 

popular classifiers such as support vector machine (SVM) and 

extreme learning machine (ELM) [46]. Considering that SVM 

and ELM belong to single-task learning framework, for fair 

comparison, we therefore train SVM or ELM on feature type i 

(i=1,…,m) and obtain a classifier fi at first, and then the final 

result of SVM or ELM is calculated as   ⁄  ∑   
 
   ( ) , 

which implies that each feature type makes equal contribution. 

Note that for this dataset, 5-fold cross-validation is used. 

C. Parameter Setting 

For ELM, two parameters including penalty coefficient C 

and the number H of hidden neurons are involved. Therefore, 

for obtaining the best performance, H is tuned from the set of 

 
Fig. 6. Modulated steady-state response curve for one observation under HCHO, 

NO2 and CO, respectively 

 

 

Fig. 7. Multi-feature representation of the extracted feature points for each 

observation 

*              +  and C is tuned from the set 

*               0+ . For SVM, two parameters including 

penalty coefficient C and kernel parameter σ are involved. For 

the pursuit of the best performance, both C and σ are adjusted 

from the set *            +. For MFKS, the kernel parameter 

  is adjusted from the set *            +  and the 

regularization coefficient   is tuned from the set 

*              + . The coefficient   of graph manifold 

regularization is set as 1 in default. Note that the best results for 

each method are reported in this paper. 

D. Experimental Results 

- Performance comparisons 

With the temperature-modulated E-Nose data, experimental 

setup and the parameter setting presented above, the average 

recognition accuracies of HCHO, NO2, and CO for all methods 

are reported in Table III, in which the results with different 

number L of labeled data for each class are discussed. Note that 

SVM (sl), ELM (sl) and MFKS (sl) denote purely supervised 

learning, while MFKS (ssl) denotes semi-supervised learning 

with unlabeled data considered. For MFKS (sl), the model of 

Eq.(25) is used. From the results, we can observe that the 

proposed MFKS model and algorithm outperform SVM and 

ELM to a large extent for supervised learning. The average 

result of MFKS in semi-supervised setting is 83.47% which is 

higher than SVM (77.97%) and ELM (81.95%), but lower than 

that of MFKS in supervised learning (86.08%). 

- Parameter sensitivity analysis 

The parameter sensitivity analysis is presented for SVM, 

ELM and MFKS, respectively. The number L of labeled 

training data is set as 1, 3, 5, 7, and 9. The performance of SVM 

with C and σ is illustrated in Fig. 8(a) and we see that the kernel 

parameter σ plays a key role in recognition than penalty 

parameter C. The performance of ELM with C and H is shown  
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TABLE III  

RECOGNITION ACCURACY (%) ON TEST DATA WITH DIFFERENT NUMBER OF LABELED DATA FROM TRAINING SET 

Method L=1 L =2 L =3 L =4 L =5 L =6 L =7 L =8 L =9 L =10 Average 

SVM (sl) 68.69 75.91 76.73 80.4 78.64 78.42 78.61 79.16 79.15 83.94 77.97 

ELM (sl) 72.94 77.69 78.00 83.03 82.86 82.96 82.99 84.63 85.39 88.96 81.95 

MFKS (ssl) 66.66 78.87 83.33 88.88 85.37 85.56 86.45 85.61 86.52 87.45 83.47 

MFKS (sl) 75.16 81.51 82.00 83.50 88.77 88.65 91.66 86.66 89.36 93.54 86.08 

 

 
Fig. 8. Parameter sensitivity analysis of SVM, ELM and MFKS with different number L=1, 3, 5, 7, and 9 of labeled data. z-axis denotes the accuracy (%) 

 

in Fig. 8 (b) and we observe that the penalty parameter C has 

larger influence than the number H of hidden neurons. The 

recognition performance of MFKS with kernel parameter σ and 

regularization coefficient   is illustrated in Fig. 8(c). We can 

observe that for different number of labeled training data, the 

relation between the recognition accuracy (z-axis) and the 

model parameters (x-axis and y-axis) is similar. Specifically, a 

very small or large σ would produce weak recognition 

performance, and the influence of   is not very obvious. 

However, a larger   would produce more stable performance. 

VI. CONCLUSION 

In this paper, we aim at introducing a new machine learning 

perspective in artificial olfaction system. Sensor array feature 

extraction is an important topic in electronic nose community. 

Instead of traditional feature selection, we attempt to learn the 

potential features from the viewpoint of machine learning and 

achieve an insight of the “best” feature that mostly contributes 

to pattern classification. In general, feature extraction and 

pattern classification in E-Nose are conducted independently, 

such that a “hard” learning of the pattern classifier is weakly 

conducted for adapting to the hand-crafted features and the 

classification capability is restricted. Motivated by this issue, 

we aim at proposing a unified learning framework in artificial 

olfaction system, which tends to learn multiple features and 

multiple sub-classifiers simultaneously. In this way, the “hard” 

learning automatically evolves to “soft” learning and achieves 

an optimal cooperative learning between features and 

classifiers. Specifically, a multi-feature joint semi-supervised 

learning with kernel mapping is proposed, and it is the so-called 

MFKS. The proposed model, optimization algorithm, 

convergence and complexity have been completely formulated 

and discussed in this paper. Furthermore, for validating the 

effectiveness of MFKS in odor classification by an electronic 

nose, two experiments on an existing large-scale artificial 

olfaction dataset with sensor drift of 36 months and an existing 

small-scale temperature modulated E-Nose data are conducted, 

respectively. Experimental results on the two existing artificial 

olfaction datasets demonstrate that the proposed MFKS model 

outperforms other algorithms in recognition performance. 

In the future, we would like to focus on the multi-task 

learning and transfer learning for robust domain adaptation in 

the pursuit of a drift-countered artificial olfaction system. 

Large-scale transfer learning would be a competitive research 

direction for challenging E-Nose data.  
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APPENDIX 

To solve αi in the equation group (21) in the paper, we 

describe the detail as follows. 

For convenience, we rewrite the equation group (21) as 
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To the first equation in (26), there is 
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Consider (26) and (27), we have 
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Substitute (28) into (27), we can obtain    as Eq.(22). 
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