A novel sensor feature extraction based on kernel entropy component analysis for discrimination of indoor air contaminants
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A B S T R A C T

Component analysis techniques for feature extraction in multi-sensor system (electronic nose) have been studied in this paper. A novel nonlinear kernel based Renyi entropy component analysis method is presented to address the feature extraction problem in sensor array and improve the odor recognition performance of E-nose. Specifically, a kernel entropy component analysis (KECA) as a nonlinear dimension reduction technique based on the Renyi entropy criterion is presented in this paper. In terms of the popular support vector machine (SVM) learning technique, a joint KECA–SVM framework is proposed as a system for nonlinear feature extraction and multi-class gas recognition in E-nose community. In particular, the comparisons with PCA, KPCA and ICA based component analysis methods that select the principal components with respect to the largest eigen-values or correlation have been fully explored. Experimental results on formaldehyde, benzene, toluene, carbon monoxide, ammonia and nitrogen dioxide demonstrate that the KECA–SVM method outperforms other methods in classification performance of E-nose. The MATLAB implementation of this work is available online at http://www.escience.cn/people/lei/index.html

1. Introduction

Electronic nose (E-nose), as an artificial olfaction system, is an instrument comprised of a chemical sensor array with partial specificity and an appropriate pattern recognition algorithm [1–3]. In recent years, E-nose has an extensive range of applications such as environmental monitoring, medical diagnosis, agriculture, food and pharmaceutical industries [4–9]. However, the performance of these instruments depends heavily on the signal processing and recognition algorithms. In the past decades, we have witnessed the rapid development in pattern recognition and machine learning. In E-nose systems, feature extraction is a key step, which projects the high-dimensional data onto a well chosen low dimensional subspace while preserving the underlying structure of data and improving the discriminative capability of features. In this paper, several typical linear and nonlinear feature extraction methods based on component analysis have been studied for improving the recognition performance of E-nose.

Principal component analysis (PCA), as a well-known unsupervised dimension reduction method, transforms the original data into the principal component space via a linear projection. PCA projects the correlated variables into another orthogonal feature space through the correlation matrix of original data, and gain a group of new feature subset with the largest variance [10,11]. Another representative linear method is independent component analysis (ICA), which is developed to solve the problem of blind source separation [12]. ICA aims at transforming the observed data into a component space with the maximum independence from each other, and it can also be used as a latent variable model.

However, the problems we face, in practical use, are usually nonlinear with very complex data structure. Based on kernel technique, the nonlinear problem can be solved in a linear way in the high dimensional feature space (i.e. Reproduced Kernel Hilbert Space, RKHS). Kernel PCA, as a non-linear extension of PCA, is one of the representative nonlinear dimension reduction methods [13]. KPCA performs the eigen-decomposition in RKHS, represented by a kernel Gram matrix. Similar to PCA, KPCA extracts principal components based on the top eigenvalues and eigenvectors of the kernel matrix. The applications of KPCA have been shown in many areas, such as de-noising, pattern recognition [14–17] etc.

In this paper, a novel feature extraction method, kernel entropy component analysis in multi-sensor system is presented for improving the classification performance of support vector machine (SVM), which is one of the most popular machine learn-
2. Kernel PCA: a review

KPCA is a popular nonlinear dimension reduction method. The basic idea is to map the input data into a high-dimensional feature space via a nonlinear function, where PCA can be implemented. Suppose that the original input data \( X = [x_1, \ldots, x_N] \in \mathbb{R}^d \times N \), and the nonlinear mapping from the input space to a high-dimensional space \( \mathcal{H} \) (Reproducing Kernel Hilbert Space, RKHS) is defined as \( \Phi(\cdot) : \mathbb{R}^d \rightarrow \mathcal{H} \). Induced by Mercer kernel theorem, the kernel Gram matrix \( K \) can be calculated by inner product, i.e. \( K_{ij} = \Phi^T(x_i) \Phi(x_j) = k(x_i, x_j) \), where \( k(\cdot) \) is a kernel function. In summary, KPCA training consists of two steps: (1) compute the kernel Gram matrix \( K \in \mathbb{R}^{N \times N} \), where \( N \) is the number of training samples; (2) perform the eigen-decomposition of \( K \), where the top \( l \) eigenvectors with respect to the first \( l \) largest eigenvalues are considered to span a low dimension subspace \( P \).

3. Kernel entropy component analysis

3.1. Principle of KECA

The Renyi quadratic entropy is defined as
\[
H(p) = -\log \int p^2(x)\,dx
\]
where \( p(x) \) is the probability density function of data sampling. Due to the monotonic nature of logarithmic function, we consider the following equation
\[
V(p) = \int p^2(x)\,dx
\]
In order to estimate \( V(p) \), the Parzen window density function is used, as suggested in [19]
\[
\hat{p}(x) = \frac{1}{N} \sum_k k_\sigma(x, x_k)
\]
where \( k_\sigma(x, x_k) \) is the Parzen window, or kernel centered at \( x_k \) and its width can be represented by the kernel parameter \( \sigma \), which must be a density function itself [20,21]. Hence, there is
\[
\hat{V}(p) = \frac{1}{N} \sum_k \hat{p}(x_k) = \frac{1}{N} \sum_k \frac{1}{N} \sum_l k_\sigma(x_k, x_{lk}) = \frac{1}{N^2} I^T K I
\]
where element \( K_{lk} = k_\sigma(x_k, x_{lk}) \) and \( I \) is a unit vector with length \( N \).

In addition, the Renyi entropy estimator can be expressed in terms of the eigenvalues and eigenvectors of the kernel matrix, as follows
\[
K = ED\tilde{E}^T
\]
where \( D = \text{diag}(\lambda_1, \ldots, \lambda_N) \) is a diagonal matrix, and the columns of \( E \) are the eigenvectors \( e_1, e_2, \ldots, e_N \) with respect to \( \lambda_1, \ldots, \lambda_N \). By substituting Eq. (5) into (4), we can obtain
\[
\hat{V}(p) = \frac{1}{N^2} \sum_{i=1}^N \left( \sqrt{\lambda_i}, e_i^T I \right)^2
\]
we can see from Eq. (6) that each \( \lambda_i \) and \( e_i \) have joint contribution to the entropy estimation, thus it is easy to find those eigenvalues and the eigenvectors with the most contribution to the entropy estimation. Hence, in KECA, the eigenvectors contributing the most in Eq. (6) will be selected for projection.

Note that from Eq. (4) we see that the Renyi entropy estimation obtained based on the available samples fully depends on the
kernel matrix $K$, which is induced by Parzen window for density estimation. If we use the first order analysis based on the Shannon entropy with Eq. (1), the kernel matrix $K$ would not be used. That is the reason why we use the Renyi entropy in second order as the information metric in this work.

3.2. The difference between KECA and KPCA

For KPCA, the eigenvectors with respect to the top eigen-values of the kernel matrix are selected for low-dimensional subspace projection. However, the $e$-nose data is very complex, and there is minimal difference between the gases i.e. the patterns are very similar and linear inseparable. So the variable with the largest variance in KPCA does not always represent the discriminative features in $e$-nose data.

Different from KPCA, KECA extracts the low-dimensional feature by not only considering the magnitude of eigen-values, but also the eigenvectors, which can find the discriminative feature from $e$-nose data and better reveals the cluster structure. However, KPCA only considers the ranking of eigen-values, such that the latent discriminative feature of the data may be lost. In this paper, our presented method KECA can effectively address this bottleneck problem by extracting the features with the most contribution to the Renyi entropy. The KECA is summarized as Algorithm 1 (see Fig. 1).

4. Recognition

In this paper, for recognition of six indoor air contaminants, a hybrid model KECA–SVM is developed. The model and decision function of SVM [30] are briefly introduced as follows. Given a training set of $N$ data points $\{x_i, y_i\}_{i=1}^N$, where the label $y_i \in \{-1, 1\}$, $i = 1, \ldots, N$, SVM aims at solving the following minimization problem with inequality constraint,

$$\min_{w, \xi} \frac{1}{2} \|w\|^2 + C \cdot \sum_{i=1}^N \xi_i,$$

$$s.t. \xi_i \geq 0, y_i [w^T \varphi(x_i) + b] \geq 1 - \xi_i$$

(7)

where $\varphi(\cdot)$ is a linear/nonlinear mapping function, $w$ and $b$ are the parameters of classifier hyper-plane. Generally, for optimization, the original problem Eq. (7) of SVM can be transformed into its dual formulation with equality constraint by using Lagrange multiplier method. Its dual problem of Eq. (7) can be formulated as

$$\max_{\alpha} \sum_{i} \alpha_i - \frac{1}{2} \sum_{i} y_i y_j \alpha_i \alpha_j \langle \varphi(x_i), \varphi(x_j) \rangle$$

$$s.t. \sum_{i=1}^N \alpha_i y_i = 0, 0 \leq \alpha_i \leq C$$

(8)

The deduction of its dual formulation can be referred to [30]. The formulation of Eq. (8) is the dual problem of SVM, which is a quadratic programming (QP) problem. The $\alpha$ can be obtained by solving Eq. (8), then the decision function of SVM for a new sample can be described as

$$f(x) = \text{sgn} \left( \sum_{i=1}^M \alpha_i y_i \kappa(x_i, x) + b \right)$$

(9)

where $\alpha$, and $b$ are the optimal decision parameters. $\kappa(\cdot)$ is a kernel function. In this paper, the Gaussian kernel function [23] defined as $\kappa(x_i, x_j) = \exp \left( -\|x_i - x_j\|^2 / \sigma^2 \right)$ is used. The flowchart of the proposed method (KECA–SVM) for feature extraction and recognition is shown in Fig. 2.

5. Experiments

5.1. Experimental setup

In previous work [24–27], the E-nose system has been presented. The E-nose consists of pattern recognition and metal oxide
5.2. Experimental data

In order to verify the effectiveness of the presented KECA–SVM framework, we investigate six common indoor air contaminants including formaldehyde (HCHO), benzene (C₆H₆), toluene (C₇H₈), carbon monoxide (CO), ammonia (NH₃) and nitrogen dioxide (NO₂). All experiments were employed by an E-nose in a chamber with temperature and humidity controlled. In experiment, a gas bag collected with target gas and nitrogen (N₂) was prepared for injection into the chamber. Note that N₂ is used to dilute the gas concentration in the gas bag, and we can obtain various samples with different concentrations by controlling the injection time. For each experiment, 12 min (2 min for baseline and 10 min for response) were consumed for sampling and extra 15 min were needed for chamber cleaning. Totally, 503 samples including 208 formaldehyde samples, 132 benzene samples, 53 toluene samples, 47 carbon monoxide samples, 39 ammonia samples and 24 nitrogen dioxide samples were obtained. Considering the ambient condition indoor, the experiments were measured at ambient temperature of 15, 25, 30 and 35 °C and humidity of 40%, 60%, and 80% RH. Note that the output of the sensors in our electronic nose system is the voltage (mV) on the sensitive resistance of sensors. Therefore, the extracted sensor feature as input that will feed into the KECA algorithm is the normalized voltage (i.e. sensor response) between 0 and 1.

5.3. Training protocol of algorithm

In the training phase of KECA–SVM, all the samples are divided into two parts: training set and testing set. Firstly, 75% of the samples are selected as training set by using the Kennard-Stone sequential (KSS) sample selection algorithm, such that the samples can cover the multidimensional space by maximizing the Euclidean distance [28]. Second, the remaining samples are used as test set.

The distribution of training set and test set for each class is shown in Table 1.

Table 1  
Distribution of experimental data.  

<table>
<thead>
<tr>
<th>Two subsets</th>
<th>Number of samples in the subset</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCHO</td>
<td>C₆H₆, C₇H₈, CO, NH₃, NO₂</td>
</tr>
<tr>
<td>Training set</td>
<td>Test set</td>
</tr>
</tbody>
</table>

6. Results and comparisons

6.1. Classification with KECA–SVM

In this section, we evaluate the effectiveness of the KECA feature extraction by calculating the average gas recognition accuracy of the E-nose. It can be seen from the Eq. (4) that, a kernel parameter σ is used in KECA for kernel matrix. A new method that uses a kernel parameter σ in the order of 10–20% of the total Euclidean distances between the feature vectors was proposed by Shi and Malik [29]. The usage of the median range is a better choice. Therefore, in this work, 10–20% of the median range is 0.07 ≤ σ² ≤ 0.48. We run the KECA–SVM program over the range of kernel parameter, and the average classification rate is shown. Fig. 4 illustrates the variation trend of classification accuracy versus σ² with an interval of 0.01. We can observe that when σ² = 0.09, the average classification rate is higher than 93%, which gives the best classification result. We can also see that for the best σ-value, both training set and test set can achieve the best recognition rate.

Table 2 shows the eigen-values and the Renyi entropy in terms of the first 20 principal components with respect to the top 20 largest eigen-values. We can see that large eigen-values do not give large Renyi entropy. The first principal component (PC1) gets the largest entropy, but the PC2 does not correspond to the second largest entropy, instead, the PC7 obtains the second largest entropy. In addition, for instance, PC10 ranks the 22nd largest Renyi entropy. For better visualization of the results, the normalized eigenvalues in descent order is described as the vertical lines in Fig. 5, in which the bars denote the normalized entropy terms \( \left( \sqrt{\frac{1}{\lambda}} \right) ^2 \).
Table 2

<table>
<thead>
<tr>
<th>PC</th>
<th>Eigenvalue</th>
<th>Renyi entropy</th>
<th>Entropy terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>162.14</td>
<td>186.64</td>
<td>1</td>
</tr>
<tr>
<td>PC2</td>
<td>54.89</td>
<td>56.32</td>
<td>5</td>
</tr>
<tr>
<td>PC3</td>
<td>45.11</td>
<td>73.91</td>
<td>3</td>
</tr>
<tr>
<td>PC4</td>
<td>16.13</td>
<td>66.87</td>
<td>4</td>
</tr>
<tr>
<td>PC5</td>
<td>15.36</td>
<td>4.57</td>
<td>8</td>
</tr>
<tr>
<td>PC6</td>
<td>12.88</td>
<td>41.79</td>
<td>6</td>
</tr>
<tr>
<td>PC7</td>
<td>12.5</td>
<td>140.92</td>
<td>2</td>
</tr>
<tr>
<td>PC8</td>
<td>8.04</td>
<td>9.86</td>
<td>7</td>
</tr>
<tr>
<td>PC9</td>
<td>5.4</td>
<td>2.04</td>
<td>9</td>
</tr>
<tr>
<td>PC10</td>
<td>4.66</td>
<td>0.02</td>
<td>22</td>
</tr>
<tr>
<td>PC11</td>
<td>3.87</td>
<td>0.29</td>
<td>14</td>
</tr>
<tr>
<td>PC12</td>
<td>3.73</td>
<td>0.19</td>
<td>23</td>
</tr>
<tr>
<td>PC13</td>
<td>3.25</td>
<td>0.13</td>
<td>18</td>
</tr>
<tr>
<td>PC14</td>
<td>3.09</td>
<td>0.73</td>
<td>11</td>
</tr>
<tr>
<td>PC15</td>
<td>2.67</td>
<td>0.05</td>
<td>20</td>
</tr>
<tr>
<td>PC16</td>
<td>2.01</td>
<td>0.25</td>
<td>16</td>
</tr>
<tr>
<td>PC17</td>
<td>1.87</td>
<td>1.5</td>
<td>10</td>
</tr>
<tr>
<td>PC18</td>
<td>1.65</td>
<td>0.31</td>
<td>13</td>
</tr>
<tr>
<td>PC19</td>
<td>1.46</td>
<td>0.28</td>
<td>15</td>
</tr>
<tr>
<td>PC20</td>
<td>1.19</td>
<td>0.01</td>
<td>25</td>
</tr>
</tbody>
</table>

6.2. Comparisons between KECA and KPCA

For comparisons between KECA and KPCA, we present the results of dimension reduction and classification. For visualization, two 2D scatter sub-plots (PC-1 vs PC-2 and PC-1 vs PC-7) and two 3D scatter sub-plots are illustrated in Fig. 6 and Fig. 7, respectively. Fig. 6(a) shows a 2D scatter subplot of the projections onto the first two principal components from the KPCA, and Fig. 6(b) illustrates the projections onto the leading two principal components contributing more to the entropy extracted using KECA. From the 2D and 3D scatter plots, we can see that the KECA based clustering shows a significant improvement over that of KPCA. Particularly, the C7H8 and C6H6 patterns are more separable with other gases after KECA. This implies that the entropy-based components are better than traditional principal components based on magnitude of eigen-values for feature extraction. Numerically, we have implemented the recognition based on KPCA (PC-1 vs PC-2) and KECA (PC-1 vs PC-7). The average recognition accuracy of the six kinds of gases for KPCA is 42.1% and that of the KECA is 46.8%. The result denotes that the component analysis based on the largest entropies is much better than that based on largest eigenvalues.

Table 3

<table>
<thead>
<tr>
<th>Class</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KPCA Linear Poly Cos RBF KECA Linear Poly Cos RBF</td>
</tr>
<tr>
<td>HCHO</td>
<td>82.7 92.3 93.3 90.4 86.5 92.3 88.5 92.3</td>
</tr>
<tr>
<td>C2H6</td>
<td>69.7 75.8 81.8 75.7 54.5 81.8 81.8 75.8</td>
</tr>
<tr>
<td>C2H2</td>
<td>76.9 100 76.9 100.0 92.3 100.0 76.9 100.0</td>
</tr>
<tr>
<td>CO</td>
<td>66.7 91.7 100.0 75.0 66.7 100.0 100.0 83.3</td>
</tr>
<tr>
<td>NH3</td>
<td>50.0 50.0 80.0 100.0 60.0 60.0 80.0 100.0</td>
</tr>
<tr>
<td>NO2</td>
<td>50.0 83.3 66.7 83.3 50.0 66.7 83.3 100.0</td>
</tr>
<tr>
<td>Mean</td>
<td>65.9 82.1 83.0 87.4 68.5 83.5 85.1 91.9</td>
</tr>
</tbody>
</table>

Fig. 8 shows the trend of the average classification accuracy with an increasing number of components used in SVM training and testing. It can be clearly observed that our proposed KECA–SVM outperforms the KPCA based feature extraction for classification. The best average classification accuracy is obtained when 13 principal components are used. Note that the number of selection components corresponds to the number of dimensions after feature extraction.

6.3. Comparisons of kernel functions

The choice of kernel function plays an important role in discriminative and generalization capability. In order to show the performance of different kernel functions, we compare several types of kernel functions: linear, polynomial (poly), cosine (cos) and Gaussian radial basis function (RBF) in Table 3. From the results, we can see that Gaussian RBF function shows the best performance with an average recognition accuracy of 91.9% for KECA–SVM. Cosine function achieves the second best, and linear function shows the worst performance. However, the performance of KECA is always better than KPCA with respect to any kernel function.

6.4. Comparisons with other algorithms

In order to compare KECA with other representative feature extraction algorithms, PCA and ICA are also used. The popular k nearest neighbor (KNN) and SVM classifiers are used for classification. The best results of different feature extraction methods
Table 4
Recognition accuracy using different feature extraction methods.

<table>
<thead>
<tr>
<th>Class</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KNN</td>
</tr>
<tr>
<td>HCHO</td>
<td>86.5</td>
</tr>
<tr>
<td>C6H6</td>
<td>48.5</td>
</tr>
<tr>
<td>C7H8</td>
<td>53.9</td>
</tr>
<tr>
<td>CO</td>
<td>58.3</td>
</tr>
<tr>
<td>NH3</td>
<td>50.0</td>
</tr>
<tr>
<td>NO2</td>
<td>50.0</td>
</tr>
<tr>
<td>Average</td>
<td>57.9</td>
</tr>
</tbody>
</table>

are shown in Table 4, from which, we can find that the presented KECA is superior to other feature extraction methods. For almost all gases, the KECA–SVM method can obtain the best recognition accuracy, except the recognition rate 75.8% of C6H6. For C7H8, NH3 and NO2, the recognition accuracy can reach 100% using our proposed method. Compared with PCA and ICA, KPCA and KECA are significantly better. This implies that nonlinear feature extraction method is more competent. However, the nonlinear KPCA method gives the second best classification accuracy of 87.4%, and KECA achieves the best recognition performance of 91.9%. Specifically, Table 5 presents the classification results of test set using KECA method. The digits in diagonal line denote the number of correctly classified samples, and others mean the number of misclassified samples.

The results and comparisons in this work fully demonstrate that the nonlinear kernel method combined with entropy-based component analysis can select the principal components with better representation of odor patterns, and both structural and latent entropy information in the data can be effectively preserved for robust classification.

7. Conclusion

In this paper, a nonlinear feature extraction method in E-nose, called Kernel Entropy Component Analysis (KECA), was presented with SVM for classification of multiple indoor air contaminants by an E-nose. Different from PCA method that extracts the principal components based on the magnitude of eigen-values, KECA is based on the most entropy preserving axes, which not only chooses the best principal components with the largest entropy criterion but also reveals the latent cluster structure of the data. The performance of the proposed KECA–SVM was compared with the recognition performance based on traditional component analysis methods, and experimental results demonstrate that KECA outperforms other methods in classification of multiple indoor air contaminants by an E-nose.
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